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ABSTRACT 

 

The ultimate goal of this research is to develop the capability of direct numerical simulation of a 

flow containing numerous rigid finite size particles. In order to reach this goal, we have implemented the 

smoothed profile method (SPM) in the University of Iowa in-house solver, pELAFINT3D and overcame 

several challenges related to the method. This includes a proposed formulation for the interface thickness 

and many validations and comparisons with experimental data as well as with a second-order accurate 

sharp interface method. As one of the issues related to low-density particles is the instability, SPM has 

been improved by developing to a fully implicit scheme. Moreover, use of higher order integration 

formulation and implementation of Euler parameters have been shown to be helpful in stabilization of the 

calculations. 

 To preserve the efficiency when the number of the particles increases, local mesh refinement is 

shown to be a very effective tool. A revised version of SPM that has only one projection step is proposed 

to improve the efficiency of the method. A comprehensive efficiency study is performed and it has been 

shown that the new method is less expensive in problems with high added mass effect when strongly 

coupled fluid-structure interaction schemes are used. Moreover, the code is massively parallelized using 

MPI and PETSc libraries. The parallelization includes I/O, operations leading to construction of the linear 

solver as well as the solver itself.  

 Simulation of a particle laden flow involves particles collisions. Two novel collision models are 

suggested which are able to avoid particle overlapping for arbitrary shape particles. The methods are 

efficient as they are not involved with extra grid refinement related to implementing lubrication forces. 

The issue of handling continuously changing number of particles in a particle laden flow is solved by 

implementation of a linked list data structure for the particles.  

By studying a flow over a constricted region we showed that the platelets’ activation is 

more likely to happen for the particles that pass from the middle of the upper bump region 
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because those particles will have longer exposure time to the high shear flow behind the bump. 

PDF contour of particles’ presence show the more concentrated presence of the particles near the 

bump. Moreover, the interaction of RBCs and platelets pushes the platelets toward the wall after 

the bottom wall. 
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PUBLIC ABSTRACT 

 

This study presents the simulation of multitudes of non-spherical particles which are interacting 

with a carrier fluid and with each other. This work has a wide range of applications in nature and industry; 

here we focus on the motion of blood cells in the hinge gap region of the mechanical heart valve to avoid 

clot formation. While this study gives us new insights about the particle-laden flows, it should overcome 

many challenging tasks. Due to computationally demanding nature of this simulations, a diffuse interface 

fluid-structure interaction model i.e. Smoothed profile method (SPM) is developed for the simulations of 

multitudes of particles. SPM has a smooth transition from solid to fluid and solves the flow equations in 

the entire domain but applied the effect of the particle using an extra differential equation. We proposed 

a correlation for the particle interface thickness and showed the importance of implementing an 

appropriate value for the interface thickness. Moreover, we adapted the model for our use to avoid the 

numerical instabilities by strong of coupling fluid and solid. In addition, we proposed two new collision 

methods to model the interaction of non-spherical particles.  

The results show that SPM is capable of modeling many complex situations and is more efficient 

than other methods regarding computational costs. The complex situations include the rotation and the 

translation of particles with different densities, oscillation of an airfoil subject to free stream flow, flow 

over particles at different velocities and interaction of particles. Also, the novel collision methods are able 

to model the collision of non-spherical particles accurately and effectively. The results for flow over the 

hinge gap of a mechanical heart valve show that red blood cells push the platelets toward the walls behind 

the constricted region. They show that platelets are more likely to be activated if they are trapped behind 

the constricted areas.   
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CHAPTER 1 

 

INTRODUCTION 

 

1.1. Motivation 

  Heart disease is the leading cause of death in the US; each year, more than 500,000 Americans 

die due to cardiovascular complications [2]. One of the most common ones among them, valvular heart 

disease, is a type of cardiovascular dysfunction that happens as a result of malfunction of any of the 

heart’s four valves. About five million Americans are diagnosed with heart valve problems annually [3]. 

Approximately 90,000 heart valve replacement surgery is performed in the US and 280,000 worldwide 

[4]. With an annual expansion rate of 10-12%, the number of procedures in the world is anticipated to 

reach 850,000 in 2050 [5].  

  Any heart valve defect affects the hemodynamic performance in either Stenosis (valve narrowing 

leading to higher pressure drop along the valve) or incompetence or regurgitation (incomplete closure of 

the valve).  Each of these conditions results in various types of diseases such as rheumatic fever, infections 

or various disabilities [6]. Depending on the conditions if a corrective surgery does not help, a substitute 

valve should be implanted. 

  Valve prostheses are categorized as bio-prosthetic-heart valves (BHV) and mechanical heart 

valves (MHV). Approximately half of the heart valve replacement surgeries are related to MHVs [4] 

among which St. Jude bileaflet valve (Figure (1-1)) is the most common one [7]. An MHV contains a 

housing which holds the other parts. Two leaflets mount on a hinge recess on the housing to be able to 

rotate freely. The housing and the leaflets are made of graphite but they are coated by Pyrolytic carbon, 

which is a durable and strong material and does not form thrombus.  A tenacious Dacron fabric ring 

attaches the housing to the heart.  
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  When the MHV is fully open, the leaflets are almost parallel to avoid disturbance in the flow. 

However, the very high velocity of blood in the valve, which can reach 2.2 m/s, causes a turbulence shear 

stress up to 1500 dyn/cm2 during the peak systole. At the hinge region, two recirculation zones form [8]. 

When the valve is closed, there will be small gaps (b-datum gap) between the two leaflets and also 

between leaflet and the housing (periphery gap). These gaps (Figure (1-2) are designed to prevent blood 

cells from building up and to reduce the required amount of anticoagulant the patient should receive. 

With the size of 150𝜇𝑚 for the periphery gap and 1.1 𝜇𝑚 for b-datum gap, the gaps are several orders 

of magnitude smaller than the actual valve size [9] which is about 17mm or more [10]. When the valve 

is closed, the elevated pressure gradient across the device forms narrow jets, and blood returns to the 

heart through the leakages in the gaps [8]. Figure (1-3) displays two stages of a bileaflet valve.  

  Unlike bio-prosthetic-heart valves, mechanical heart valves cause thrombus formation as a result 

of non-physiological nature of the prosthesis in the pass of blood flow [11]. Contact of blood elements 

with the hard parts of the valve surface and also exposure of them to the very high fluid stress in the 

systole leads to damage in the blood elements [12, 13] or platelet activation [14] in the hinge. Platelets 

are known to be activated in shear stress more than 𝑂(10 𝑃𝑎) [15]. For constant shear stresses, Hellums 

criterion [16] represents a precise threshold of platelet activation as the time instant when product of the 

shear stress and the time duration of it is above 3.5 𝑃𝑎. Haemolysis, destruction or rapture of red blood 

cells, threshold is much higher as it happens at 800 𝑃𝑎. Therefore, activation of platelets are more likely 

to happen than Haemolysis. 

  High shear stresses occur during the systole when the valve is closed. This is the time when the 

imposed large pressure gradient leads to elevated shear stress in the hinge gap region for a long time [6, 

9]. Anti-coagulant therapy is the way to prevent thrombus formation; however, it comes with multiple 

complications such as hemorrhage and infection. Consequently, optimization of the valve design is the 

best way to avoid the related complications. This optimization could be obtained by using experimental 

or numerical analysis.   
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1.2. Numerical Analysis 

  So far, the performed experimental analysis of the hinge region to understand the blood flow in 

the MHV and the potential places of platelet activation has many limitations. In addition to the non-

physiological conditions related to in vitro experiments which can make the study unreliable, only limited 

information could be achieved because the velocimetries are provided only in 2D and on selected 

locations [17-21]. Therefore, a possible numerical analysis could be a better choice.  

  A comprehensive 3D simulation of the flow through the hinge region can be helpful in 

understanding the thrombus formation. However, this simulation can be highly challenging, because the 

blood contains a huge number of densely packed deformable blood cells that affect the fluid rheology. 

Moreover, the simulation is a multiscale study because:  

  First, the peak of Reynolds number value in a cardiac cycle is at least 6000, leading to minimum 

length scale of 0.04 𝑚𝑚 as Kolmogorov scale [22]. This leads to three orders of magnitude change in the 

range of length scale from the dissipative length scale to the vessel diameter.  

  Second, the simulation of flow in the entire valve, including the hinge and the leaflets gaps, 

requires resolution of the grid in regions with several orders of magnitude difference in size from the gap 

to the valve diameter. The large cell size variation forced other researchers to increase the central gap 

from 1.118 𝜇𝑚  to 98.633 𝜇𝑚  in [22] and to  140 𝜇𝑚  in [23]; therefore the high shear stresses and 

leakage effects were ignored. 

  Third, in order to analyze the platelet activation mechanism, modeling of blood cells as finite size 

particles is mandatory. Having particles with sizes of 𝒪(1 𝜇𝑚) necessitates use of a grid with minimum 

cell sizes or even less.  

  Consequently, the success in analyzing the blood flow over the constricted geometries depends 

highly on the accuracy and the efficiency of the numerical schemes in each scale. Figure (1-4) is a 

schematic of the multiscale simulating through small gaps. A comprehensive numerical study of the 

thrombus formation needs a combination of several numerical techniques in each scale and the inner 
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connection among the scales. The scales are separated based on the distance from constriction. They are 

classified as following: 

 

1.2.1. The Mico-scale subdomain 

  Inside the gap, where extreme shear stresses can change the cells shape excessively, the micro 

scale model considers the blood cells as flexible objects with a comparable scale as the constriction. Red 

blood cells (RBCs) are considered as originally biconcave disks with membranes that deform under the 

shear stress. 

  Finite element method in both 2D and 3D (FEM) [24] is widely used in order to capture all 

deformations as described by [25-32]; however, implementation of other methods is also popular. For 

example, AlMomani et al. [33] assumed the RBCs as pseudo rigid which means that they deform 

homogenously under the shear stress. In their study, migration of platelets toward the wall and RBCs to 

the center was observed. Immersed FEM [34] was used in [35, 36] to model the RBC aggregation and 

determine the effects on blood rheology. It is shown that with increase of shear stress, the deformation of 

RBC becomes more significant. At high shear rates the RBC stretches and aligns itself with the flow. 

Boundary element method [37] was implemented by Ramanujan and Pozrikidis [38] to show the 

increasing stretch of an RBC with increase of shear stress. 

  Alongside the above-mentioned methods, use of Lattice Boltzmann method (LBM) [39] is also 

popular for simulation of blood cells as flexible objects [40-43]. One of the benefits of LBM is the 

efficiency and simplicity of the implementation. Thus, unlike all of the previously mentioned simulations 

which are restricted to one or a few particles, LBM is successful in handling tens of particles as described 

in [40, 41, 44]. 

  Considering RBCs as elastic membranes encapsulating the particle with the Neo-Hookean law, 

Bagchi et al. [45] and Doddi and Bagchi [46] implemented Peskin’s front tracking immersed boundary 

method (IBM) [47] to find the stresses and then deformations on the particles. Phenomena of tank treading 
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and tumbling were observed for an RBC. The IBM was also developed to joint with Non-Uniform 

Rational B-Splines (NURBS) [48]. NURBS generates the geometry of the surface of an individual cell 

using isogemetries  and is capable of generating the surface of various complex shapes with control points 

[49]. Chivukula’s study [50] could capture the deformation of an RBC in a parabolic flow of a 

microchannel with the help of NURBS. 

 

1.2.2. Meso-scale subdomain 

  Outside the gap, the number of particles is immensely higher as a result of the much wider domain 

size. However, the shear stress is lower and thus the deformation of the blood cells is not significant. 

Therefore, the blood cells can be considered as rigid objects such as disks or ellipsoids. Especially, the 

RBCs and platelets could be seen as the spheroids and WBCs as spheres. Though, ignoring the flexibility 

of cells seems to be less computationally demanding, the infinite stiffness assumption can lead to a 

singular system [51].  

 Among various meso-scale models, Dissipative Particle Dynamics (DPD) [52] is a coarse 

graining meso-scale method in which each particle is a substitute for a cluster of smaller particles. The 

method is capable of modeling the motion of RBCs in a micro channel and various phenomena, such as 

cell-free layer near the wall, could be observed [53]. Another particle dynamic method was presented by 

Imai et al. [54] with a 2D mass-spring network for the RBCs, in which by adding the Malaria infected 

RBCs as rigid objects, possible dramatic increase in the apparent viscosity was discussed.  

 The other meso-scale methods are more or less the same as micro scale ones. For example, Sun 

and Munn [55] with a 2D LBM could capture the Fahraeus-Lindqvist and Fahraes effects. Fahraeus-

Lindqvist effect [56] is the increase in viscosity as the channel size increases and Fahraeus effect [57] is 

lower hematocrit in smaller tubes. The finite element model of Tokarev [58] discussed the possibility of 

finite size particles effect on migration of platelets to the wall.  
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 Many of the studies related to meso scale simulation of the blood as a particulate flow still 

consider the flexibility of the particles. The 2D LBM of [59] could capture the migration of RBCs from 

the microchannel wall. Vahidkhan [60] with a front tracking immersed boundary method found that RBCs 

augment the diffusive motion of platelets in a microtube. In Stokes flow regimes, Zhao et al. [61] with 

boundary integral approach recognized the higher effective viscosity in a micro-channel due to particle 

presence.  

  Perhaps the largest number of RBCs in blood is modeled by Rahimian et al. [62], who performed 

a DNS simulation on 200 million RBCs using 200,000 cores on Jaguar PF cluster. The boundary integral 

method in a semi-implicit time stepping scheme was parallelized in distributed and shared memory way 

as well as by GPU acceleration to achieve maximum concurrency. However, some modeling restrictions 

that were applied could make the scalability of the run dramatically improve. For instance, limitation of 

very low Reynolds number of creeping flow in unconfined boundaries made the petascale run possible.  

 

 1.2.3. Macro-Scale simulation 

  The macro-scale simulation is basically the FSI simulation of the valve by assuming the blood as 

a single phase flow. The pulsatile blood flow through the valve leads to valve closure and opening in each 

cardiac cycle. The flow peak Reynolds number is 6000 requiring high grid resolution to capture all flow 

physical phenomena when Direct Numerical Simulation (DNS) is used.  

 In most arteries, blood as a single phase behaves like a Newtonian fluid [63, 64]; however, in 

small vessels, the shear thinning behavior is not negligible. In macro-scale in general the Newtonian fluid 

assumption is valid [65].  

 Even with the single phase assumption of the blood, no comprehensive solution for the full MHV 

system is done as they come with simplifications. For example the simulations of [66-68] were in 2D. 

The other one as mentioned before is increase of the b-datum and the periphery gaps dimensions from 

the actual dimensions [22, 23, 69]. Borazjani et al. [70, 71] and Ge [72] ignored the periphery gaps and 
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the related leakages. Other simplifications is symmetric assumption, solving only one quarter of the 

domain [6] and use of lower Reynolds number to be able to use coarser grids [73].  

 The main hurdle for simulation of the blood as a single phase is the huge difference among the 

gap and the valve scales. Adding to the multi-scale complexity, the requirement for new models in the 

gap region and inclusion of the particles makes the comprehensive study absolutely challenging. Adding 

to that, use of patient specific data for the MHV inside an actual artery instead of classic shapes demands 

transfer of geometry from tomographic images to a computational grid.  

 

1.3. Objectives 

  In this thesis, we establish a framework as the starting point for the meso-scale simulation of 

blood as a multi-phase flow on the University of Iowa in-house solver, pELAFINT3D. One of the final 

goals of pELAFINT3D is the computationally challenging multi-scale multi-physics simulation of blood 

flow in a mechanical heart valve in order to examine the thrombus formation. The code has been 

developed for moving boundary problems using DNS on a Cartesian grid. The grid can be refined and 

coarsened wherever needed in the domain using the octree refinement. This local mesh refinement option 

has improved the efficiency of the code because the user only needs to refine the grid as it needed and 

thus the applicability of the code is enhanced. The grid is massively parallelized and distributed using 

MPI and PETSc libraries.  

 pELAFINT3D was originally set for the sharp interface method using level sets. However, when 

the number of particles increases it is not efficient to define the particles based on level sets and apply the 

boundary conditions on each particle.  Thus, this research strives to achieve these goals: 

1- Implementation, adaptation, and development of the recently introduced smoothed profile 

method (SPM) [74, 75] in the in the fractional step solver [76, 77] in order to overcome the 

computational difficulties related to the modeling of non-spherical particles considering the high 
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added mass effects. This includes implicit stabilizing techniques and use of higher order schemes 

if necessary. 

2- A parallel framework for the simulation to overcome the computationally extensive challenges. 

This includes reading and writing the data, setting up the grid and solving both particles and the 

flow in a parallel environment. 

3- Modelling particle rotation with Euler parameters. 

4- Avoiding particle-particle and particle-wall overlapping by using and developing a collision 

capturing method. 

5- Modelling and analyzing the motion and translation of non-spherical particles.  

6- Ability to manage and handle data of high number of particles. 

7- To understand and quantify the interaction between RBCs and platelets in blood flow close to a 

microscale constriction.  

8-  Applying model to high number of finite size moving. 

In the next chapter, we focus more on modeling the particulate flows by introducing 

various methods for the simulation of finite size particles.  
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FIGURES 

   

 

Figure 1-1- St. Jude bileaflet mechanical heart valve [78]  
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Figure 1-2- (Top) Medtronic ATS Medical and (Bottom) St. Jude Medical (SJM) bileaflet mechanical heart 

valve hinge region [23] 

 

 

Figure 1-3- Valve operation during systole (left) and diastole (right) for two different views [8] 
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(a)                                                (b)                                                      (c) 

 

Figure 1-4- Multi-scale simulation of blood: (a) Micro scale single phase flow on the right, (b) Meso scale 

particle laden flow and (c) Macro scale blood deformable blood cells. 

 

 



www.manaraa.com

12 

 

CHAPTER 2 

 

REVIEW OF PARTICULATE FLOW MODELS 

 

Numerical study of blood flow and other particle-laden flows including colloidal dispersion [79, 

80], granular flows [81, 82] and aerosols [83, 84] is challenging due to the presence of large numbers of 

immersed moving boundaries. Simulation of multitudes of finite size particles necessitates efficient and 

robust simulation methods to capture all physical features of the fluid-structure interaction and to make 

the meso-scale simulations of particle-laden flows with a high number of particles feasible on current 

hardware. 

In general the numerical analysis of such flows can be categorized into boundary conforming and 

non-boundary conforming methods which will be described in the next two sections. 

 

2.1. Boundary Conforming Methods 

Boundary conforming methods use a body-fitted grid in order to obtain an independent grid from 

the interface details. While in these methods the interface treatment is easier, the issue becomes how to 

generate the grid in order to conform to the object boundaries. Among the most popular ways is 

implementation of mapping from a complex physical space to a computational space. The other way is 

use of unstructured grids. Both methods come with many complexities that not only make the calculations 

complicated but also can add to the computational costs extensively. 

In the finite volume technique, the grid is constructed to span the fluid field outside a particle. 

For complex geometries such as when the number of particles is high, a block-structured approach is used 

to divide the domain into blocks containing particles. The blocks can communicate to each other through 

their interfaces either in a conforming or a non-conforming way; the latter needs interpolations of data at 
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the block boundaries. The challenge of this method is to construct the grid and then devise a mapping to 

shift from the physical domain with a curvilinear system to the computational domain with a Cartesian 

grid [85, 86]. 

Spectral methods as higher order schemes have the highest order of accuracy. The flow solution 

in spectral methods is expanded on functions with global support which means that the spatial derivatives 

on each point depend globally on all other points as well [87]. Accordingly, the spectral methods are the 

most accurate due to implementing higher grid resolution. All boundary conditions including the particle 

boundaries are applied indirectly by filter functions for better stability. The flow variables are discretized 

based on the Fourier expansion series. The results are able to predict particle-flow interactions at 

turbulence flows with very high accuracy [88]. With a global nature, instead of a finite volume technique, 

the spectral methods do not use block structures for the grid around the particles. The consequence is 

restriction to simple geometries. The Spectral Element Method is the generalization of Spectral Methods 

for more complex geometries by using a finite element approach. High order piecewise polynomials as 

the basis functions increase the accuracy of the method. Continuity of the function and all of its 

derivatives is established through the interface of the particle [89, 90].  

In FEM, the fluid and the solid can have separate or combined formulations. The latter is 

especially useful when stability issues necessitate a fully implicit formulation. In order to couple particles’ 

fluid-structure interaction inside a flow, two techniques can be used: In one technique, at each time step 

the solution of the flow and particles’ dynamical and kinematical variables are iteratively updated to reach 

a converged value (partitioned approach). When FEM is used, a more stable technique could be 

implemented, which combines the solid-fluid formulation and considers the fluid and the particles in a 

single set of formulation, leading to a more robust implicit algorithm (monolithic approach). Therefore, 

iterative segregation of the hydrodynamic particle-fluid interactions is not mandatory in FEM. While 

Galerkin finite element scheme is generally used for spatial discretizations, temporal discretization is 

applied using the finite difference scheme [91]. FEM analysis of Johnson and Tezduyar [92] considered 
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101 falling spherical particles at Reynolds numbers up to 100 and the overall average particle quantities 

where monitored.  

Arbitrary Lagrangian-Eulerian (ALE) mesh movement [93, 94], which generally is considered 

as a finite element method, can also be used in the context of finite volume [95] and structured grids [96]. 

ALE maps the physical domain which varies with time into a computational domain. A body-fitted grid 

moves with each particle in order to conform the particle interface to the grid. Therefore, geometric 

conservation laws will be satisfied automatically in the discrete form of the governing equations. 

Generally, ALE is easy to implement, but it needs re-meshing and interpolation of data to the new grid at 

each time step when it is applied to moving particles with high displacement. Thus, the mesh should be 

smoothed by an elliptic solver to avoid skewing [6]. This has made the method inefficient in flows with 

a broad range of boundary movement due to the requirement of an extensive amount of computations for 

grid generations. The ALE analysis of particle-fluid interaction is limited to a few particles [97-101]. 

In conclusion, boundary conforming methods in general are easy to implement, but they need re-

meshing and interpolation of data to the new grid at each time step, especially when the particles are 

moving and have a high displacement. Consequently, boundary conforming methods may become 

inefficient in flows with a broad range of boundary movement due to the requirement of extensive 

amounts of computations for grid generations. Modeling Evolution of the grid and assigning initial values 

to the grid points that are newly joined to the domain by interpolation not only adds to the complexity of 

the simulation, but also leads to inefficiency of the method when the number of particles increases [91]. 

 

2.2. Non-Boundary Conforming Methods 

In non-boundary conforming methods the mesh is fixed and the boundary of the solid particle 

can cut through the grid. The grid is generated much faster and there is also no need to regenerate the grid 

during the time evolution. This has made these methods generally faster than the boundary conforming 

methods.  
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There are two different classes of non-boundary conforming methods. In one group known as 

continuous forcing approach, the interaction of the solid particles and the fluid is through the interface as 

immersed boundary and is applied by adding a source term (forcing) to the Navier-Stokes equations. In 

the other class, the discretization of operators are modified for the grids adjacent to the interface in order 

to apply the boundary conditions. While in the continuous forcing approach, the forcing is introduced 

before discretization, in the discrete forcing approach, the forcing is applied after the discretization of the 

equations. These methods will be discussed in detail in the following sections. 

 

2.2.1. Discrete forcing approach  

In the discrete forcing approach the fluid and the solid are separated completely and each medium 

is solved individually. While the discrete forcing approach depends on the discretization method, this can 

be a benefit as it controls the numerical stability and accuracy. Moreover, since in this approach the 

forcing is not defined as specified by user, the associated instabilities are eliminated [102]. It is necessary 

to mention that the boundary conforming methods described in section 2.1 are essentially discrete forcing 

approaches. The non-boundary conforming discrete forcing methods are described as following. 

Sharp interface method (SIM) [103-107] solves the control-volume based governing equations 

in the fluid such that the control volumes intersecting the interface are cut to conform to the boundary. 

The part of each intersecting cell inside the solid is discarded and the remaining reshaped cell is solved 

as the fluid. In this way, the mass and momentum conservation will be fully satisfied. One of the main 

challenges in this method occurs in 3D when very small cut cells form which requires extra modifications. 

For examples, if the cut cell is too small, the cells are merged to bigger cells. The other problem is 

matching the fluxes and gradients on the boundaries of irregular shaped cells as they do not coincide with 

the cell centered values of the neighboring cells. When higher order accuracy is required, a 

multidimensional interpolating polynomial is implemented. Among the applications of SIM are modeling 
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of bubble dynamics [108, 109], flow over an array of fixed cylinders [110] and motion of a rising 

immiscible drop under various viscosity and density ratios [111].  

In the other approach known as the Ghost Fluid Method (GFM) [112] the computational stencil 

is preserved by using one layer of the nodes inside the solid, namely, the ghost nodes. The values of the 

ghost nodes are obtained by using the extrapolation from the adjacent fluid nodes. The method is easy to 

implement, robust and can handle complex fluid mixtures [113]. One of the great capabilities of GFM is 

success in simulation of surface tension on discontinuous fluids (multiple fluids) which could lead to 

simulation of droplets or bubble break up [114-116]. Menard et al. [117] combined GFM with VOF and 

level set technique to model the primary breakup of a jet. The method  is capable of simulation of various 

applications such as droplet injection in an ink jet printer [113]. 

 

2.2.2. Continuous forcing approach  

The continuous forcing approach is a “one-fluid” technique which means that the Navier-Stokes 

equations are solved in the entire domain including the interior of the solid object. Among the advantages 

of these methods are simplicity and independency from the spatial discretization [102].  

The original concept of Immersed boundary method (IBM) of Peskin [47, 118] in the 1970’s was 

the first non-boundary conforming methods with the continuous forcing approach. The term “Immersed 

Boundary Method” (IBM), known to be suggested by Peskin [118], was first related to a model for 

simulating the fluid-structure of blood flow in a moving boundary heart valve. Today, the method is well 

developed in different ways as a consequence of the desire for simpler and faster implementation of multi-

phase CFD codes on structured grids. With IBM, particles in particulate flows can slide through the grid 

in a non-boundary conforming fixed Cartesian mesh. Thus, there is no need for re-meshing of the domain. 

IBM as a “one-fluid” formulation solves the governing equations in the entire domain. In the IBM, at the 

interface of particle and fluid, velocity, acceleration and the normal stresses are continuous and without 

sudden changes. Fluid variables are characterized in Eulerian framework while particles and their 
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boundaries are tracked in Lagrangian reference frame. The forcing becomes distributed over a narrow 

band of cells close to the Lagrangian grid points [119] and is a substitution for the transmission of solid 

stress to the fluid as volumetric force using a mollified Dirac delta function. The way the interface of 

particle and fluid is treated signifies different methods of IBM [91].  

Since invention, various formulations of the IBM concept have enjoyed immense popularity in 

simulations of particulate flows. The first implementation of the method with the particle-laden flows 

was by Fogelson and Peskin [120] for the suspension of particles in the Stoke’s flow. Each model particle 

was constructed by a finite number of points on the interface that are linked elastically. Hӧfler and 

Schwarzer [121] extended the model by adding inertial terms to the equations. There are many application 

examples related to IBM for the particulate flows such as computational blood cell modeling [28, 36, 45, 

122] and particle sedimentation simulations [123-127].  

 IBM has been mixed with Lattice Boltzmann (LBM) to use the benefits of both methods [128]. 

A force density term was added to the LBM equation in order to solve the particles and fluid fields. The 

particle boundary conditions are applied using the forcing. The technique was validated for various cases 

of rigid and flexible objects [129, 130]. Due to simplicity and efficiency the application of this method 

for various particle laden flows are well developed. For example [128, 131] includes the simulation of 

hundreds of settling 2D and 3D rounded particles. One capability of this method is the simple adaptability 

for the flexible objects such as RBCs [40, 41, 43, 44]. 

Distributed Lagrange Multiplier (DLM) or Fictitious Domain (FD) [132, 133] as another 

extension of IBM maps the time dependent problem with a complex domain into a wider but simpler 

stationary fictitious domain which spans both inside and outside of the particles domain. Finite element 

is used for the space discretization and a new operator technique splits the temporal terms. A distributed 

Lagrange multiplier enforces the rigid-body motion of the several solid multiple 2D and 3D settling 

particles in the fictitious domain [124, 132]. While the original presentation of Glowinski was with finite 

element method, finite volume technique also has been implemented with fictitious domain concept 
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[134]. Singh [135] used the method for the particle-laden flows with collision at low laminar Reynolds 

numbers.  

The Immersed Finite-Element Method (IFEM) [34, 136, 137] uses the same IBM concept as 

it implements an Eulerian grid for the FEM solver in the entire domain. The Solid grid is tracked in 

a Lagrangian manner over the background Eulerian grid. Interpolations enforce the continuity 

between the two grids. Since IFEM uses the benefits of both IBM and FEM, it has been used for the 

simulation of blood cells [35, 36, 138], especially it has been combined with LBM too [84]. 

In Immersed Interface Method (IIM) [139-142], in order to have better accuracy and capture 

the discontinuities near the interface, a jump condition is applied for the velocity and pressure across 

the interface. In this way the method, like the discrete forcing approach methods, is able to model 

the dramatic changes in the variables and their derivatives near the interface; however, the stability 

issues can become serious especially when an explicit time stepping is employed [142]. The 

examples of studies in this field are limited to flow over fixed spheres or cylinders [143] or the forced 

oscillation of flow over a hovering wing [144].  

Recently, Smoothed profile method (SPM) has been suggested by Nakayama and Yamamoto 

[74] for the simulation of colloidal suspensions. SPM is applied using a fractional step approach. In the 

first step, a provisional velocity field is computed as if a single phase incompressible flow existed in the 

absence of particles. The provisional velocity field is corrected in a second step to account for the presence 

of rigid particles according to a forcing which smoothly transitions the velocity between the solid and 

fluid velocities. The forcing is constructed as the sum of a component representing the momentum 

correction due to the presence of particles and a pressure defect which ensures the divergence free nature 

of the final velocity. Since SPM applies the boundary conditions implicitly, management of high number 

of the particles as moving boundaries is easy. Moreover, possibility of implementing an analytical 

definition for the particles rather than defining level sets for each particle improves the performance of 

the method. In addition, due to the diffuse nature of the interface it is expected that the pressure 



www.manaraa.com

19 

 

fluctuations related to moving boundaries be alleviated. Details of this method and application will be 

mentioned in the next chapter as the method might be a proper candidate for the simulation of particle-

laden flows.  

It is necessary to mention that sometimes the term “sharp interface method” is generalized for 

the discrete forcing approach, where the interface boundary is sharp, as opposed to diffuse interface 

method of the original IBM concept [119]. Moreover, the term “immersed boundary” can be employed 

for the fluid embedded objects on a non-conforming grids or even for the continuous forcing approach 

[102].  

 

2.3. Conclusions 

The efficiency of the simulation of flows containing multitudes particles as rigid object is the 

essential parameter on choosing a model. While boundary conforming methods are usually easier to 

implement, the non-boundary conforming methods are faster when the domain contains numerous 

moving boundaries with high displacement such as blood containing cells as a particulate flow. As 

mentioned, SPM is supposed to be an efficient method for such problems since there is no need to apply 

the boundary conditions explicitly and the particles as rigid objects could be defined easily. In the next 

chapter details of SPM as a continuous forcing approach is expressed.  
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CHAPTER 3 

 

MESO SCALE MODELING OF PARTICULATE FLOWS 

 

The meso scale simulation of numerous finite size particles such as blood flow is a challenging 

task as with increase of number of particles, the numerical methods lose their efficiency. Finding an 

efficient and robust method for this simulations makes the study of such problems feasible in the current 

clusters. We see the so called “smoothed profile method” (SPM) as a potential candidate for these 

simulations and present the related features in this chapter. 

Nakayama and Yamamoto [74] proposed the SPM as an efficient alternative to various immersed 

boundary methods such as Arbitrary Lagrangian-Eulerian (ALE) [93], Distributed Lagrange Multiplier 

(DLM) [124] and Force Coupling Method (FCM) [145] to simulate rigid particulate flows. SPM is a non-

boundary conforming diffuse interface method that in the spirit of original immersed boundary method 

of Peskin [118]  constructs a single velocity field spanning the embedded rigid particles and the carrier 

fluid. In other diffuse interface methods [102] the effect of particles carried by the fluid is modeled 

through a forcing term in the momentum equations so that the velocity field smoothly transitions between 

the fluid and solid phases over a finite interface thickness. To distinguish SPM from the traditional 

diffuse-interface IBM-type approaches, it is noted that SPM applies the fluid-solid interaction forces 

through an extra projection step in a fractional-step scheme. This leads to the calculation of an extra 

“particle pressure field” which is used in a second correction step to enforce compatibility between fluid 

and solid velocities at the transition zone between the two phases. In contrast, in traditional IBM 

approaches the solid-fluid interaction force is directly included in the momentum equation in the 

fractional-step scheme [146], so that the “particle pressure” is not computed separately. This is also in 

contrast to porosity-type formulations [147, 148] where the fluid-to-solid transition zone is treated as a 
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porous medium with a smoothly varying permeability constant or methods where a mollified Dirac delta 

function is employed to apply the fluid-solid interaction force directly into the momentum equation.  

Nakayama and Yamamoto [74] implemented SPM in the context of Fourier spectral scheme to 

examine hydrodynamic interactions in colloids. They validated the scheme for drag coefficient, 𝐶𝐷, of a 

cylindrical rod for 𝑅𝑒 <  𝒪(1) and then studied sedimentation of 2D colloidal particles in a Newtonian 

fluid. Luo et al. [75] extended the method by adopting a semi-implicit formulation for the flow solver. 

An time integration scheme based on the fractional-step method was implemented for the fluid phase 

solver and an explicit scheme was used to update the particle velocity and position. More recently, SPM 

was advanced to model flows containing charged particles [149-152], Brownian motion [153] and 

paramagnetic particles [154]. SPM has also is used in turbulent flow modeling [155, 156], 

multicomponent dispersion of particles [156], and in calculating the diffusion coefficient of 

multicomponent particles in colloids [157]. The method was modified to model changes in developing 

boundaries as in in clot formation in aneurysms [158], to simulate wall roughness in flow problems [159], 

to include the compressibility of flow [160] and to apply appropriate boundary conditions on the surface 

of self-propelled swimmers [161]. 

As the various applications mentioned above suggest, SPM is attractive for particulate flow 

simulations due to several reasons. First, it applies no-slip and no-penetration interface boundary 

conditions implicitly which greatly simplifies the computational implementation of immersed solid 

interface conditions. Because SPM does not alter discretization stencils or require interpolations at the 

solid-fluid interface it is straightforward to implement in existing single-fluid flow solvers and to extend 

the SPM approach to general mesh topologies. Consequently, SPM also works well with higher-order 

methods as in spectral element approaches [74, 75]. A potential downside is that because SPM is 

formulated in terms of a forcing term which is spread over a finite interface thickness, it is necessary to 

adjust the interface thickness to obtain the correct flowfield and forces on the particle. Specific theory on 

setting the numerical parameters such as the interface thickness is lacking. The dependency of the results 
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on the size of interface thickness is addressed in [74] by Nakayama el al. There is a brief discussion on 

how to choose an integer factor of fluid mesh size for the interface thickness. However, it is limited to 

one case of drag force for flow over a fixed cylinder. Luo et al [75] showed the dependency of the results 

obtained on the time step size and suggested an optimum value for the time step size in the Couette flow. 

Therefore, the success of SPM hinges on appropriate specification of the interface thickness and the time 

step size and their robustness for a variety of flow conditions needs to be examined.  

 

3.1. Formulation of SPM 

The SPM algorithm for fluid-structure interaction starts with updating the flow with a  semi-

implicit flow solver. Then the interaction of solid and fluid is calculated and the kinematic variables 

(acceleration, velocity and position) of the solid are updated explicitly using the computed forces and 

moments from the fluid phase.  

 

3.1.1. Flow solver  

For the flow solver, the governing equations are the incompressible Navier-Stokes equations. In 

non-dimensional form the momentum transport equation is [162, 163]:  

  
𝜕𝒖

𝜕𝑡
+ 𝒖 ∙ 𝛻𝒖 = −𝛻𝑝 +

1

𝑅𝑒
𝛻2𝒖      (3-1) 

  𝛻 ∙ 𝒖 = 0        (3-2) 

where 𝒖(𝒙, 𝑡) and 𝑝(𝒙, 𝑡) are the non-dimensional velocity and pressure fields. The Reynolds number 

𝑅𝑒 = 𝑈𝐷/𝜈, where 𝑈 and 𝐷  (particle diameter) are the velocity and length scales, and  is the constant 

kinematic fluid viscosity.  

Denoting the domain boundary as 𝑆, the velocity is required to satisfy a prescribed Dirichlet 

condition, 𝒃 on 𝑆: 

 𝒖|𝑆 = 𝒃        (3-3) 
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The value of a variable 휁 is set at an outflow boundary by solving the one-dimensional advection 

equation, 

 
𝜕𝜁

𝜕𝑡
+ �̅�𝒏 ∙ 𝛻휁 = 0       (3-4) 

In Equation (3-4), �̅� is a mass-conserving bulk velocity, and 𝒏 is the outward-directed normal 

vector to the boundary. In the case that 휁 is the component of the velocity normal to the boundary, a 

uniform correction is added to each grid cell on the outflow boundary after the solution of Equation (3-

4) to explicitly enforce mass conservation.  

The governing equations are evolved in time using a second order algorithm [164-166] where the 

use of consistent definitions of the pressure and pressure boundary condition lead to solutions with 2nd-

order accuracy. The splitting error  can be treated by pressure correction approaches [167, 168] where the 

pressure is included in an explicit manner in the first step (velocity update) of the fractional-step scheme. 

In a second step, the pressure is corrected to project the velocity field onto a divergence-free vector 

subspace. However, pressure correction approaches still carry errors at boundaries due to the pressure 

boundary conditions, which are typically of Neumann type; a numerical boundary layer persists at the 

boundary, leading to deterioration of the order of accuracy. The pressure is then only accurate to 𝒪(∆𝑡). 

To recover second-order  accuracy Timmermans proposed a rotational correction field [169], which was 

shown by later works [170] to indeed produce second-order temporal accuracy of velocity and pressure 

fields in periodic domains. Guermond and Shen [171] showed however that in general domains the 

velocity and pressure fields show 𝒪(∆𝑡2) and 𝒪(∆𝑡3 2⁄ ) accuracy respectively. Note that in the case of 

the SPM approach the issue of pressure boundary conditions on the interface does not arise since the 

solid-fluid interface is not treated explicitly, i.e. the no-slip and no-penetration conditions are enforced 

via source terms in the governing equations. Therefore, the rotational correction for pressure is important 

mainly for the sharp interface method where boundary conditions at the embedded sharp solid surface are 

crucial to obtain accurate results. 
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The current implementation of the fractional-step approach closely adheres to the implementation 

in Guermond and Shen [171] (also see Shen [172]) with modifications to account for the presence of 

immersed boundaries in the mesh. As in standard fractional-step approaches, in the first step a provisional 

velocity field 𝒖∗ is computed from the momentum equations using an estimation of the pressure gradient 

from the previous time step,  𝛻𝑝𝑛 . Here, the index 𝑛  refers to the time level. Applying a 𝐽 th-order 

backward difference scheme for the time-derivative, the provisional velocity is computed according to 

 
𝛼𝒖∗+∑ 𝛽𝑗𝒖𝑛−𝑗

𝐽−1
𝑗=0

∆𝑡𝑛+1
+ (𝒖 ∙ 𝛻𝒖)𝑛+1 = −𝛻𝑝𝑛 +

1

𝑅𝑒
𝛻2𝒖∗   (3-5) 

 𝒖∗|𝑆 = 𝒃𝑛+1        (3-6) 

Here, (𝒖 ∙ 𝛻𝒖)𝑛+1 is an approximation of the non-linear term at time 𝑡𝑛, and the 𝛼 and 𝛽 coefficients 

define the time-integration scheme. In the case of adaptive time-stepping, the coefficients for the 2nd-

order backwards differencing scheme are 𝛼 =
2𝑟+1

(1+𝑟)
, 𝛽0 = −(1 + 𝑟), and 𝛽1 =

𝑟2

(1+r)
 where 𝑟 =

Δ𝑡𝑛+1

Δ𝑡𝑛
 

[173]. 

In a second step, the pressure gradient estimate used in Equation (3-5) is removed from the 

provisional velocity, 

 
𝛼𝒖∗∗−𝛼𝒖∗

∆𝑡𝑛+1
=  𝛻𝑝∗        (3-7) 

The removal of the pressure estimate introduces additional stability which helps to suppress the pressure 

checker-boarding experienced for non-staggered grids. Finally, a Helmholtz-Hodge decomposition is 

constructed to isolate the solenoidal projection of 𝒖∗∗ which is taken as the physical velocity at 𝑡𝑛+1. The 

final velocity is computed as 

 
𝛼𝒖𝑛+1−𝛼𝒖∗∗

∆𝑡𝑛+1
= −𝛻𝑝𝜑       (3-8) 

 𝒖𝑛+1|𝑆 = 𝒃𝑛+1        (3-9) 

An equation for the scalar potential 𝑝𝜑 is constructed by taking the divergence of Equation (3-8) which 

results in the following Poisson equation: 
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 𝛻2𝑝𝜑 =
𝛼𝛻∙𝒖∗∗

∆𝑡𝑛+1
        (3-10) 

The Poisson equation for 𝑝𝜑 is subject to a consistent Neumann condition,  

 𝒏 ∙ 𝛻𝑝𝜑 = −𝒏 ∙ (𝒂𝑆 −
1

𝑅𝑒
𝛻2𝒖∗)      (3-11) 

where 𝒂𝑆 is the acceleration of the immersed solid (particle) surface. Following Timmermans et al. [169], 

the physical pressure is defined using a rotational correction procedure: 

 𝑝𝑛+1 = 𝑝𝜑 −
1

𝑅𝑒
∇ ∙ 𝐮∗       (3-12) 

Note that the above form of the rotational correction fractional-step method amounts to 

modification of the procedure from Shen et al. [172] to accommodate immersed boundaries on which  the 

boundary condition, Equation (3-11), is supplied  to obtain  𝑝𝜑 from Equation (3-10). The method as 

presented here also accounts for moving boundary accelerations in Equation (3-11). 

 

3.1.2. Update of particle position 

Particle velocity and angular velocity of particles are updated as:  

  
𝑑𝑽𝑖

𝑛+1

𝑑𝑡
= (𝑭ℎ𝑖

𝑛+1 + 𝑭𝑒𝑥𝑡𝑖

𝑛+1)/𝑀𝑖  

 
𝐝𝛀𝑖

𝑛+1

𝑑𝑡
= (𝑻ℎ𝑖

𝑛+1 + 𝑻𝑒𝑥𝑡𝑖

𝑛+1) /𝐼𝑖     (3-13) 

where 𝑀𝑖 and 𝐼𝑖 are respectively mass and moment of inertia and 𝑭𝑒𝑥𝑡𝑖

𝑛 and 𝑻𝑒𝑥𝑡𝑖

𝑛 are external force and 

moment on the particle. Similarly particle position and orientation is updated by integration of velocity 

and angular velocity: 

𝑑𝑿𝑖
𝑛+1

𝑑𝑡
= 𝑽𝑖

𝑛+1  

𝑑𝚯𝑖
𝑛+1

𝑑𝑡
= 𝛀𝑖

𝑛+1       (3-14) 

Symplectic Euler integration [173]  is used for the time integration of Equation (3-13) and 

Equation (3-14) which updates the velocity by the first order Euler integral estimation and the 

displacement is obtained by mid-point (trapezoidal) rule. 
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The FSI problem of solid particles carried by an underlying fluid is solved in the following using 

SPM approach, implemented as described in the following section. For better comparison sharp interface 

method (SIM) is also used to find out what the trade-offs and performance characteristics of sharp and 

smoothed interface methods are for treating solid particles embedded and transported in incompressible 

flows. In general, smoothed interface methods are simple to implement when compared to sharp interface 

methods. For a researcher contemplating the choice between sharp and smoothed (diffuse) methods this 

leads to the question: Is there sufficient reason to choose sharp interface methods over smoothed (diffuse) 

ones? To a large extent smoothed or diffuse interface methods are viewed as naturally leading to lower 

accuracy with regard to the interface treatment and therefore sharp interface approaches are preferred, 

particularly for flows with thin boundary layers [69, 102]. To what extent this impression regarding 

smoothed methods is valid and for what Reynolds number regimes it is valid is not a priori fully clear. 

To address these questions on a sound basis it is useful to cast state-of-the-art sharp interface and 

smoothed interface methods in a unified flow solver framework, with identical nominal order of accuracy 

and to compare them over a range of flow scenarios. Researchers who intend to pick sharp over smoothed 

interface methods or vice versa will benefit from having access to a study that clarifies the trade-offs, 

particularly in the framework of the increasingly popular Cartesian grid methods, or more generally 

immersed boundary methods [102].  

In this chapter, the original semi-implicit formulation of the smoothed profile method [74, 75] is 

presented and used for several cases in order to characterize and validate the method against a nominally 

2nd-order accurate sharp interface method [106, 174].  Both interface treatments are set in the same flow 

solver that operates on an adaptively refined Cartesian grid [175]. In both methods the interface is 

represented and tracked by using an analytical representation of particle shape; for communicating the 

interface location to the SIM the surface representation is converted to a level set function. All 

computations are performed at cell centers in a regular Cartesian grid in a non-staggered variable 

arrangement. 
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3.1.3. Smoothed profile method 

The SPM approach implicitly represents the solid particle via a spatial indicator field that 

smoothly transitions between zero and one in the fluid and solid phases such that the interface is 

represented as spread over a few grid points.  For the 𝑖th particle, the indicator field, 𝜑𝑖(𝒙, 𝑡), is given by 

 𝜑𝑖(𝒙, 𝑡) =
1

2
[tanh (

𝑑𝑖(𝒙,𝑡)

𝜉𝑖
) + 1]      (3-15) 

Here, 𝑑𝑖(𝒙, 𝑡)  is the signed normal distance to the particle surface and 𝜉𝑖  is the specified interface 

thickness; the thickness of the interface is not fixed a priori but has to be established through numerical 

experimentation. By convention, the distance field is positive inside the particle. Figure (3-1) represents 

a depiction of the SPM indicator function and the variation of the field across the interface. One of the 

facts about this indicator function is that with a 𝑡𝑎𝑛ℎ profile, it reaches the saturation points, i.e. zero and 

one very fast. The other one is that the shape of the profile depends on interface thickness as with increase 

of 𝜉𝑖, the profile becomes smoother. Moreover, due to the diffuse nature of the interface, 𝜉𝑖 is only a 

parameter showing the thickness of the interface. In this research the value of 𝜉𝑖 is fixed for all of the 

particles and therefore, we always use 𝜉. 

To construct the indicator function field, the indicator function of all particles is summed: 

 𝜑(𝒙, 𝑡) = ∑ 𝜑𝑖
𝑁𝑝

𝑖=1
       (3-16) 

The velocity of the rigid particles is convolved with the indicator function field to form the 

particle velocity field which is defined everywhere in the computational domain:   

 𝒖𝑝
𝑛+1(𝒙, 𝑡) = [∑ (𝑽𝑖

𝑛+1 + 𝛀𝑖
𝑛+1 × [𝒙 − 𝑿𝑖

𝑛+1]) 𝜑𝑖
𝑁𝑝

𝑖=1 ] /𝜑  (3-17) 

𝑿𝑖
𝑛+1, 𝑽𝑖

𝑛+1 and 𝛀𝑖
𝑛+1 are the updated 𝑖th particle position, velocity and angular velocity, respectively. 

The total blended velocity field is a weighted combination of fluid velocity and particle velocity fields. 

 𝒖𝑛+1(𝒙, 𝑡) = 𝜑𝒖𝑝
𝑛+1 + (1 − 𝜑)𝒖𝑓

𝑛+1     (3-18) 
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Since 𝜑 is smooth, the resulted blended velocity also will be a smooth blend of particle field velocity and 

fluid velocity and is stored everywhere in the domain. As shown by Nakayama and Yamamoto [74] and 

Luo et al. [75] two essential characteristics of SPM are obtained by taking the curl and divergence of the 

total velocity field. Taking the curl of Equation (3-18) demonstrates that the no-slip boundary condition 

is satisfied over the interface and taking the divergence of Equation (3-18) shows the satisfaction of the 

no-penetration condition at the particle interface. Thus, the boundary conditions at solid surfaces are 

implicitly applied in SPM.  

In FSI problems SPM updates the provisional velocity and pressure from the particle-free single 

phase flow solution i.e.,  𝒖∗  and 𝑝∗ by adding an extra force 𝒇𝑠  which represents the particle-fluid 

interaction through  

∫ 𝒇𝑠𝑑𝑡
𝑡𝑛+1

𝑡𝑛 = 𝜑(𝒖𝑝
𝑛+1 − 𝒖∗)      (3-19) 

Then, the blended velocity is updated by  

 𝒖𝑛+1 = 𝒖∗ + ∫ [𝒇𝑠 −
∇𝑝𝑝

𝜌
] 𝑑𝑡

𝑡𝑛+1

𝑡𝑛 = 𝒖∗ + 𝜑(𝒖𝑝
𝑛+1 − 𝒖∗) −

∆𝑡

𝜌
∇𝑝𝑝 (𝒙, 𝑡)  (3-20) 

where, ∇𝑝𝑝 is the extra pressure field due to presence of particles. Taking the divergence of Equation (3-

20) to enforce incompressibility constraints  ∇. 𝒖𝑛 = 0 , ∇. 𝒖∗ = 0  and   ∇. 𝒖𝑛+1 = 0 , the following 

Poisson equation for the particle pressure is obtained: 

 
∆𝑡𝑛+1

𝜌
∇2𝑃𝑝 = ∇.𝜑(𝒖𝑝

𝑛+1 − 𝒖∗)      (3-21) 

Luo et al. [75] presented a semi-implicit version of SPM in which the flow is updated semi-

implicitly and the particle kinematic variables (Equations (3-13) and (3-14)) are obtained explicitly. In 

the first stage, the flow field is evolved in the four-step fractional-step method using Equations (3-5) to 

(3-10) by ignoring the solid particles. Then, the particle locations and velocities are updated using the 

previous time step values (Equations (3-13) and (3-14)) based on high-order explicit methods such as 

Adams-Bashforth scheme. Then, Equations (3-15) to (3-17) are used to create the updated indicator 
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function field and particle velocity field. The particle-fluid-interaction force and moment are obtained 

from 

 𝑭ℎ𝑖

𝑛+1 =
1

Δ𝑡𝑛+1 ∫𝜌 𝜑𝑖  (𝒖
∗ − 𝒖𝑝

𝑛)𝑑𝒙 − ∫𝜑𝑖𝜌𝒈𝑑𝒙    (3-22) 

𝑻ℎ𝑖

𝑛+1 =
1

Δ𝑡𝑛+1 ∫𝒓𝑖
𝑛+1 ×[𝜌𝜑𝑖  (𝒖

∗ − 𝒖𝑝
𝑛)]𝑑𝒙 − ∫𝜑𝑖 𝒓𝑖

𝑛+1 × (𝜌𝒈)𝑑𝒙 (3-23) 

In Equation (3-23) 𝒓𝑖
𝑛+1 is the radius vector from center of the particle to any of the grid points. 

After finding the particle velocity and angular velocity from Equation (3-13), the particle velocity 

field is obtained from Equation (3-17) which is updated using the extra particle pressure field computed 

using a second Poisson equation (3-21). Then, the total velocity field is calculated through the following 

projection: 

 𝒖𝑛+1 = 𝒖∗ +  𝜑(𝒖𝑝
𝑛+1 − 𝒖∗) −

∇𝑃𝑝

𝜌
 ∆𝑡     (3-24) 

Finally, the pressure is obtained from summation of the pressure flow solution and the extra 

particle pressure. 

   𝑝 = 𝑝𝑓 + 𝑝𝑝        (3-25) 

 

3.1.4. Sharp interface method 

SIM treats the fluid and solid as two separate entities and couples the two fields through the solid-

fluid interface by enforcing continuity of normal and tangential velocities as well as tractions for both 

phases at the exact interface location. The mesh does not change (except for adaptive refinement) and 

solid boundaries are non-conforming to the mesh [102, 106]. In previous implementations of the SIM, 

the stencils for differential operators, i.e. 𝛻 and 𝛻2 were modified using a cut-cell [176-179] or finite-

difference method [104, 106, 174] to capture the necessary interface conditions. In this work, to simplify 

implementation of SIM, techniques are adapted from the Ghost Fluid Method (GFM) [112, 180] so that 

the fluid variables are extended into one layer of solid nodes immediately adjacent to the interface; this 

set of nodes in the immediate interior of the solid are called “ghost nodes”. By adopting the ghost fluid 
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approach the regular five-point (in 2D)/7-point (in 3D) discretization stencil is preserved and the 

discretization in the current central difference scheme is symmetric. The onus then falls on appropriately 

populating the ghost cell values.  Here a least-squares field reconstruction is used that is locally 2nd-order 

accurate for Dirichlet and Neumann boundary conditions applied on piecewise smooth immersed 

boundaries. Ghost node values are obtained by constructing a least-squares extrapolation from a cloud of 

nearby fluid nodes and values on the solid-fluid interface. This approach makes it possible to handle all 

boundary condition types that may be required by an FSI solver in a unified fashion, and the smoothness 

of the extrapolation is easily modified by adjusting the least-squares basis functions and cloud radius. 

 

3.1.4.1. Classification of computational nodes 

On the Cartesian grid, the immersed boundary is the zero-level of a level set field which encodes 

the signed normal distance from each grid node to the boundary. The level set field is used to identify 

different types of computational nodes as explained in Table (3-1). Away from the interface (see Figure 

(3-2)), standard finite difference techniques may be used to approximate the spatial operators of the 

governing equations. These grid nodes are called “fluid nodes”, and they are characterized by a positive 

level set value above a specified threshold. The set of grid nodes immediately inside the solid boundary 

for which the level set value is negative and a neighboring node in a Cardinal direction has a positive 

level set value are called “ghost nodes”. For moving solid boundaries a third subset of grid nodes are 

defined, which are labeled “hybrid nodes”, which form a buffer between the fluid and ghost nodes. A 

grid node is a hybrid node if it has a positive level set value less than the fluid node threshold value. In 

this work, the threshold value is set to √2∆x if a hybridized treatment is desired. At a hybrid node flow 

variables are computed using a weighted blending of the treatments applied at fluid and ghost nodes. 

During the transition from the ghost to hybrid state, computational nodes can emerge from solid to fluid 

state; such nodes are called “freshly cleared nodes” [106, 174]. A freshly created node does not have a 

history which satisfies the governing equations. These nodes, which can be identified by a change in level 
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set value from negative to positive over one time step, are populated using a pure interpolation from the 

surrounding cells during the solution process. This can be handled in the hybrid node framework by 

setting the blending to be completely determined by the ghost treatment. After one time step, a freshly 

cleared node is transitioned to a regular hybrid node. The procedures to discretize the governing equations 

at each of the four node types above are described in sequence below. 

 

3.1.4.2. Various types of node treatment 

In the current moving boundary scheme, the solution of the Navier-Stokes equations is required 

at fluid nodes, where all neighbors are also in the fluid state and therefore the discretization is 

straightforward. Operators required for the solution of the Navier-Stokes equations are discretized using 

standard 2nd-order centered finite differences.  

To assign values to ghost nodes, extrapolating functions are constructed such that the function 

achieves the desired boundary condition value at a specified location on the interface. In multiple 

dimensions, selecting a unique extension function is not obvious. Two possible approaches are to 

extrapolate in a dimension-by-dimension manner or to assign a single unique extension for each ghost 

node which uses a boundary value at the closest point on the interface to the ghost node. Here the second 

approach is used as it simplifies the interface treatment for Neumann boundary conditions on the 

immersed boundary.  

The extrapolation is constructed from a weighted least-squares treatment which allows for 

seamless incorporation of both Dirichlet and Neumann conditions into the functional fit. A multi-

dimensional polynomial is constructed from a set of cloud points located in a neighborhood of the closest 

point on the interface to a ghost node. The coefficients of the polynomial are obtained by constructing a 

linear solver using the known fluid and interface values. Details of the method is described in [69].  

Following Luo et al. [181], hybrid cell values are also computed as a weighted average of the 

fields produced by using the fluid and ghost node solutions. Moreover, the same operators as fluid nodes 
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are also used at hybrid nodes but the overall discretization at hybrid nodes is then modified by blending 

with the ghost node operators. The blending coefficients are zero for fluid nodes and one for ghost nodes. 

For hybrid cells, the blending coefficient 𝛼𝐻 is defined in terms of the level set field value as 

𝛼𝐻 = MAX(1 −
𝜙

𝜙𝑓𝑙𝑢𝑖𝑑
, 0)      (3-26) 

where 𝜙𝑓𝑙𝑢𝑖𝑑 is the level set value at the interface of the fluid and the hybrid nodes. This definition has 

the property that 𝛼𝐻 → 0 as the grid point moves into the fluid and 𝛼𝐻 → 1 as the grid point approaches 

the interface. 

For the fresh nodes by setting 𝛼𝐻 = 1, the value is obtained by a purely implicit interpolation 

during the solution of the momentum and Poisson equation linear systems.  

 

3.2. Results  

SPM and SIM were implemented in a finite volume flow solver called pELAFINT3D [69] that 

operates on a Cartesian grid. All computations are performed on Helium, the Linux PC Cluster of the 

University of Iowa, with the number of processors determined based on the grid size and duration for 

which the flow computations were performed. Processor counts typically ranged between 8 and 64.  

In the results presented below the SPM approach is compared with SIM for a variety of particle-

fluid coupling problems. The results from SPM and SIM are assessed against benchmarked values for 

moderate Reynolds numbers in 2- and 3-D and stationary and moving immersed boundaries.  

 

3.2.1. Interface thickness and time step size effect in SPM 

3.2.1.1. Specification of interface thickness in the SPM formulation 

In SPM a key parameter that determines the accuracy of the interface treatment is the interface 

thickness. The fact that interface thickness 𝜉 affects the flow results has been reported by Nakayama and 

Yamamoto [74] who showed that change of 𝜉 affects the calculated drag coefficient CD of the particle. 
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They choose an integer factor of grid size for the interface thickness in a creeping flow simulation 

calibrated to obtaining the correct value of CD. Kang and Suh [154] also studied similar dependency in a 

creeping flow over a particle. However, the resultant force varied only a few percent in the limited range 

of 𝜉 ∆𝑥⁄ = 0.2 𝑡𝑜 0.5 for very low 𝑅𝑒. In the following, numerical studies are performed to explore the 

possibility of developing a robust problem-independent correlation for a priori setting of the interface 

thickness parameter. Additionally the interface thickness required for moderate Reynolds numbers is 

investigated. 

In order to avoid rigid object grid generation and also the consequent processes related to level 

set generation, the analytical approach of Luo et al [75] is implemented. Therefore, instead of defining 

the indicator function field based on the distance from the particle boundary as in Equation (3-15), when 

the analytical formulation of the shape is known, the following equation is used: 

 𝜑𝑖(𝒙, 𝑡) =
1

2
[tanh (

𝑓𝑖(𝒙,𝑡)

𝜉
) + 1]      (3-27) 

where 𝑓𝑖(𝒙, 𝑡) is the surface function of the particle 𝑖 with respectively zero, negative and positive values 

on the surface, outside the particle and inside the particle. For an ellipsoid with 𝑎, 𝑏 and 𝑐 as semi-axes, 

we have 𝑓𝑖(𝒙, 𝑡) = 1 − (
𝑥2

𝑎2 +
𝑦2

𝑏2 +
𝑧2

𝑐2). 

The numerical experiments to determine how to set the interface thickness parameter are 

performed as follows. A stationary sphere is placed at a position of (6,5,5) in a horizontal channel with 

a domain of size 24 × 10 × 10 as shown in Figure (3-3a). A uniform unit velocity in the stream-wise 

direction is specified at all domain boundaries except the right boundary, where a convective outflow 

condition is prescribed. A uniform grid with ∆𝑥 = ∆𝑦 = ∆𝑧 = 0.125  is chosen with Δ𝑡 = 0.05 

corresponding to the 𝐶𝐹𝐿 = 0.4. 

Variation of the CD with interface thickness is shown in Figure (3-3b). The experimentally 

determined values of CD at different 𝑅𝑒 are obtained from the empirical relation [182] 

CD=
24

Re
[1 + 0.27𝑅𝑒]0.43 + 0.47[1 − 𝑒𝑥𝑝(−0.04𝑅𝑒0.38)]  (3-28) 
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and displayed as the stars for each 𝑅𝑒. As seen in the figure the computed CD grows with increase of 

interface thickness but it is almost independent of  𝜉 for 𝜉 values of order one or less. The increase of 

drag force for higher values of thickness stems from the greater “blockage” of the flow by the somewhat 

enlarged obstacle presented by the immersed boundary as demonstrated by Figure (3-4). When the 

interface thickness is greater, the wake is more elongated and the low velocity region near the particle is 

extended leading to a higher value of form drag. Another observation from Figure (3-3b) is that the 

experimentally measured drag value is significantly different from the computed one for the lower range 

of Reynolds numbers and for the range of interface thickness over which the computed drag can be 

considered to have “converged”. As the Reynolds number increases (for 𝑅𝑒 = 100 for example) the 

experimentally determined CD value is in agreement with the numerically computed “converged” 𝐶𝐷. 

However, at the higher 𝑅𝑒 range the interface thickness at which the drag computation is robust is such 

that 𝜉 < ∆x. Thus, it is not straightforward to set a specific value of interface thickness that applies over 

a range of Re and grid sizes. 

 

3.2.1.2. Time step size effect in SPM 

Adding more complexity to the method Luo et al. [75] show that there exits an optimum value 

for the time step Δ𝑡 which gives rise to minimum error in the computed drag. This can be seen in Figure 

(3-5). To show this, by fixing the interface thickness at 𝜉 = 1∆𝑥, the value of the 𝐶𝐹𝐿 number was varied 

to quantify the effect of time step size on the computed drag on the particle. The results for the drag at 

different Reynolds numbers in Figure (3-5) show the decrease of the computed CD value with increase 

of 𝐶𝐹𝐿 (i.e. increase of time step size); this dependency on the 𝐶𝐹𝐿 number is greater for low 𝑅𝑒. With 

the SPM treatment therefore, the results will depend on interface thickness 𝜉 as well as the time step size 

(𝐶𝐹𝐿).  As is clear in Figure (3-5), the optimum value of 𝐶𝐹𝐿 decreases with increase of 𝑅𝑒, i.e. to obtain 

accurate results the time step size is increasingly restrictive for lower Reynolds numbers. Therefore, 
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holding the arbitrary interface thickness parameter fixed, as is commonly the case in diffuse interface 

methods can lead to incorrect results in the SPM approach. 

 

3.2.1.3 A broadly applicable interface thickness correlation 

Luo et al. [75] found that the error produced by SPM is a function of √𝜈Δ𝑡 𝜉⁄  and suggested some 

optimum interface thicknesses for different cases using different fractional step schemes combined with 

a high order spectral element method. However, their suggested values led to high errors in the current 

finite volume method, especially as 𝐶𝐹𝐿 and 𝜉 do not affect the present discrete system of equations in 

the same way as in Luo et al. This necessitates choosing an appropriate value for the Δ𝑡 and 𝜉 for the 

particular choice of numerical techniques used, which is not a desirable feature for researchers seeking 

to use the SPM approach. A possible solution to the problem is to tune the 𝜉 based on Δ𝑡, so that the 

dependency of the results on the 𝐶𝐹𝐿 can be removed. From a practical standpoint it would be most 

desirable to develop a general correlation for 𝜉  that the user can employ without having to conduct 

numerical experiments for various flow situations. It is not clear a priori what form such a robust 

correlation will assume. To attempt to find such a correlation for 𝜉 as a function of the 𝐶𝐹𝐿 number (the 

discretization-related parameter) and 𝑅𝑒 (flow physics-related parameter), the problem of a falling sphere 

in a stationary fluid was chosen. In this case, the particle terminal velocity depends on the drag force; 

since from Figures (3-3) to (3-5) the computed drag force is related to the interface thickness parameter 

the correct terminal velocity will only be obtained if the drag force is computed correctly. Therefore, the 

accuracy of the final predicted terminal velocity at steady state conditions is used to find a robust value 

𝜉 for various grid sizes and Reynolds numbers. At each 𝐶𝐹𝐿 number, various 𝜉 values are used to find 

the resulting final velocity (and hence 𝐶𝐷). The optimum value of  𝜉 is obtained provided the correct 

value of the final velocity is reached. The following correlation is obtained based on the regression of the 

resulting optimum particle interface thickness from the numerical experiments for 𝐶𝐹𝐿 ≤ 0.5 and 𝑅𝑒 <

100: 
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 𝜉 = (∆𝑥)0.1(0.17 + 1.44𝑅𝑒−0.35)(10𝐶𝐹𝐿)(0.4+0.1/𝑅𝑒)𝑅𝑒−0.2  (3-29) 

Where 𝑅𝑒 is the particle Reynolds number. Consequently, 𝜉 becomes a fluid and geometry parameter 

rather than a flow variable. Moreover, similar to [74], it shows that the interface thickness is linearly 

proportional to the grid size. 

To test whether the interface thickness correlation established above is reliable and general, it 

was employed to compute the flow around a stationary sphere. Figure (3-6) shows the resulting error in 

drag coefficient for a stationary sphere at different 𝐶𝐹𝐿 and 𝑅𝑒. It shows sensitivity of the results of CD 

at a broader range of 𝑅𝑒 values. It can be inferred that with increase of 𝑅𝑒 and 𝐶𝐹𝐿, the accuracy of the 

correlation decreases. With increase of 𝑅𝑒, the characteristic viscous length scales become smaller and  

smaller grid sizes are required at the immersed interface. Therefore, the demand for more refined grid to 

obtain accurate values of drag implies that for higher Reynolds numbers computations of flows using 

SPM can become computationally expensive. The question then is how the computational demand 

compares to that for the SIM. 

 

3.2.2. Comparison of SIM and SPM for fixed particles 

To compare the performance of SPM and SIM approaches, the methods have been applied to 

flow around a stationary sphere by implementing SPM with the correlation in Equation (3-29). The 

geometry is similar to Figure (3-3a). The base mesh grid size is ∆𝑥 = 0.25 and two levels of local mesh 

refinement are used unless otherwise mentioned. 

 

3.2.2.1. Vortex pattern analysis 

SPM is compared with SIM for flow around a sphere at 𝑅𝑒 = 50 , 100  and 200 . The 

experimental results of Johnson and Patel [183] are used as the benchmark. The minimum grid sizes are 

respectively ∆𝑥 = 0.125, 0.125 and 0.075 for the mentioned 𝑅𝑒s. For 𝑅𝑒 = 200, a smaller grid size 

was used to capture the minimum flow characteristic length scale. The results are compared for the vortex 
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center, separation point angle and the axial length of vortex and are given in Table (3-2). The deviation 

of the values obtained with SPM from the experiment is very low and overall the values are in good 

agreement and comparable with that of SIM at 𝑅𝑒 = 50 . For 𝑅𝑒 = 100 , while SPM  predicts the 

separation point angle better,  SIM is more accurate in predicting the center of vortex. At 𝑅𝑒 = 200, SPM 

predicts the separation angle somewhat better than SIM but SIM results in better values for the vortex 

length.  

Overall, by implementing the suggested correlation based on 𝐶𝐷  in SPM, the correct vortex 

patterns in the coarse grids can be reached and SPM’s results are slightly closer to experiments. SPM 

over-predicts the length of the vortex bubble which is probably due to latency in closure of vortex as a 

result of a shift in vortex bubble into the backflow due to the diffuse interface.  

 

3.2.2.2. Grid refinement study 

Figure (3-7) shows a study of grid dependency of SPM. It is clear that especially for 𝑅𝑒 > 𝒪(1), 

the correlation is robust. There is more sensitive dependence on grid size at low 𝑅𝑒 as 𝜉 is larger for low 

Reynolds numbers and the effect of particle presence is extended farther from the nominal surface of the 

particle. The channel size for the next study is 30 × 20 × 20 and 40 × 12 × 12, respectively for 𝑅𝑒 = 3 

and 150 and the spherical particle is at (10,10,10) and (6,6,6). In order evaluate the effect of grid 

refinement, various levels of refinement have been applied on two base grid sizes of 0.33 and 0.24. The 

resulting 𝐶𝐷 related to different Reynold numbers and grid sizes are presented in Figures (3-8) and (3-9), 

including the variation of the resulting error with refinement of the grid at various Reynolds numbers. 

Also plotted are the separate components of the drag obtained from SIM. It is clear that for very coarse 

grids, the results of SPM are better than SIM. It can be seen from the figures that SIM under-predicts the 

value of CD on coarse grids but with grid refinement the CD approaches the correct value. In contrast, the 

SPM solution appears to give reasonable results even for fairly coarse grids for the lower Reynolds 

number (Re=3). However, for the higher Reynolds number, Re=150, the error obtained from SPM does 
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not display a monotonic trend. On the other hand, while  SIM  produces larger errors relative to SPM on 

coarse grids the convergence trend of SIM is robust for both Re=3 and Re=150.   

Further insight into the rather large variations of error with grid coarsening in SIM relative to 

SPM is obtained by examining the individual components contributing to the drag on the particle. In the 

case of SPM, it is not possible to separate out the drag contributions; In contrast, SIM needs to add the 

traction components at the sharp interface and therefore the contributions of viscous and pressure forces 

can be separately evaluated. For coarser grids, the viscous component of CD related to SIM has large 

variations while the pressure only varies modestly; this is due to the calculation of the viscous stresses at 

the sharp interface by obtaining normal derivatives of the fluid velocity. This leads to the greater 

dependency of the total drag on the grid resolution in the case of SIM. 

To probe further, the variation of velocity and pressure is examined along the centerline of the 

axis for the two methods and compared at different 𝑅𝑒 values. The results are presented in Figures (3-10) 

to (3-12). The region within the particle is indicated by the box. The positive values of the x-axis indicate 

the recirculation region. The boundaries of the sphere are located at 𝑥 = ±0.5. In general, the velocity at 

the position of the sphere is not exactly zero in SPM because the indicator function varies smoothly at 

the nominal surface of the particle. However, with refinement of the grid, the thickness 𝜉 decreases and 

therefore at the center of the sphere the velocity approaches zero asymptotically. The velocity profiles for 

both methods are almost identical outside of the particle for refined and moderately coarse grids. The 

extreme values of pressure in SPM are less than that of SIM as expected. In SIM, the pressure inside the 

particle is zero except for the points very close to the interface which have some non-zero values due to 

interpolations related to applying the ghost fluid method. In SIM the pressure and velocity inside the 

particles are not physical and their values do not participate in the flow solution. The pressure inside the 

particle for the SPM changes steadily and continuously from positive to negative values and the flow 

field in computed in the particle as well. As seen in Figure (3-12) for very coarse grids, there are 

oscillations in both SPM and SIM methods; these oscillations vanish with grid refinement. More 
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importantly, for coarse meshes the SIM solution (Figure (3-12a)) shows larger differences from the finer 

mesh solutions than the SPM solution (Figure (3-12b)).  

 

3.2.2.3. Vortex shedding regime  

At 𝑅𝑒 = 300, the wake behind the stationary sphere is not stable and vortex shedding occurs 

[184]. The SPM and SIM solutions are studied on a domain size 50 × 12 × 12 with a sphere of unit 

diameter whose center is located at (12.5,6.0,6.0). SPM and SIM calculations are performed on a coarse 

grid with base grid size of 0.3333 with three levels of refinement. The fine grid simulation has a base 

grid size equal to 0.2 with four levels of refinement.  

The results of 𝐶𝐷 are shown in Figure (3-13a) which includes the average experimental values 

[182]. It is seen that SPM overestimates the value but SIM underestimates it. Both methods can capture 

the vortex shedding phenomenon (Figure 13b)) and the correct Strouhal number of 0.145 ([184, 185]) but 

only at the finer mesh resolution. Vortical structures for this flow at Re=300 are shown in Figure (3-13b) 

for fine grid solution of both methods. They are colored based on vorticity on the stream-wise direction. 

For both SPM and SIM at coarse grid, 𝑆𝑡~0.123;  for the fine grid SIM, 𝑆𝑡 = 0.143 and the error in the 

average 𝐶𝐷 becomes less than 2%. However, there exist small high frequency fluctuations that do not 

appear in SPM. 

 

3.2.3. Comparison of SPM and SIM for moving particles 

To compare the two methods for moving particles several test cases are considered in the 

following, viz. the flow around a dropping sphere, impulsively started moving sphere in a horizontal 

channel and an inline oscillating cylinder in an imposed flow.  
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3.2.3.1. Dropping sphere  

The settling of a sphere in a stationary fluid with the Reynolds number at the final settling velocity 

 𝑅𝑒𝑓𝑖𝑛𝑎𝑙 = 30 is studied. The domain is a vertical channel with dimensions 15 × 15 × 50 and all six 

walls are considered as fixed. A spherical particle with center located at (7.5,7.5,8.0) settles under 

gravity. In order to compare the efficiency of SPM and SIM at coarse grids, a mesh with original size  

∆𝑥 = 0.25 is chosen but two levels of local mesh refinement are applied every five time steps to update 

the grid with motion of the particle. Using a 𝐶𝐹𝐿 value based on the maximum velocity in the field and 

the finest grid size, the time step is adapted to maintain the condition 𝐶𝐹𝐿 = 0.2. For this case the solid 

to fluid density ratio is 10.0. The Froude number is set to 5.63 to reach the final settling velocity of one.  

 First, the time history of particle velocity from SPM is compared with that from SIM in Figure 

(3-14). SIM shows a converging trend towards the correct value of final unit velocity; Note that SPM 

provides good results even at the coarsest grid. For SIM on the finest grid  𝑉𝑓𝑖𝑛𝑎𝑙 = 1.045 but for SPM 

on the coarse grid 𝑉𝑓𝑖𝑛𝑎𝑙 = 1.024 . At 𝑡 = 30, Contours of velocity and x-vorticity of SPM for the coarse 

grid and SIM for fine grid also are shown in Figure (3-15). Both methods have similar flow patterns 

which verifies the good performance of SPM even at coarse grids. As in the case of the stationary sphere, 

the error analysis has been performed for the dropping sphere problem at different 𝑅𝑒 and for varying 

time step size or 𝐶𝐹𝐿 parameter (Figure (3-16)). Similar to Figure (3-6), with increase of 𝑅𝑒 and 𝐶𝐹𝐿, 

the accuracy of the SPM approach decreases because the interface thickness correlation is less robust at 

high Reynolds numbers for a given grid size. Therefore, for higher Reynolds numbers in the range of 

𝑅𝑒 > 𝒪(100), the SPM approach demands smaller time step sizes and finer grids to produce good results. 

 

3.2.3.2. Moving sphere in horizontal channel 

The issues raised above for SPM in the case of moving and stationary spheres are further 

examined through study of a sphere moving in a channel which is computed using SPM. The spherical 

particle starts moving from rest in a horizontal channel, under the influence of fluid forces. A uniform 
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velocity of one is specified in the channel at the start of the calculation. The base grid size for the coarse 

grid used is 0.3 × 0.3 × 0.3 with two levels of local mesh refinement with a fixed time step size of 0.025. 

The base grid size for the fine grid used is 0.15 × 0.15 × 0.15 with four levels of local mesh refinement 

with a time step size of   0.01.  

The results are shown in Figure (3-17) for 𝑅𝑒0 = 10 where 𝑅𝑒0 is the initial Reynolds Number. 

The coarse grid SPM solution yields particle velocity trends that are close to the fine grid solution of SIM 

showing that SPM works well even for coarse grids. Similar to the case of the dropping sphere, SPM 

shows a small over-estimation of the position in comparison with the fine grid SIM. 

 

3.2.3.3. Inline oscillating cylinder 

It is well established that immersed boundary methods suffer from non-physical pressure 

oscillations in the presence of moving boundaries. Many explanations have been posited as to the source 

of this numerical artifact. Lee et al. [186] identified two sources contributing to pressure oscillations: the 

spatial discontinuity of the pressure field as a solid node becomes a fluid node, and the temporal 

discontinuity of the velocity field as fluid nodes become solid nodes. Through a parametric study, the 

authors established that pressure oscillations decreased with increasing grid resolution and increasing 

time-step size. However, pressure oscillations were found to be more sensitive to grid spacing than time-

step size. The authors implemented a mass source/sink technique which reduced the pressure oscillation 

in their indirect discrete forcing approach. Seo and Mittal [107] analyzed the oscillation problem from 

the perspective of non-conservation of geometric volume which is inherent in most GFM methods. They 

showed that treating the Poisson equation with a conservative cut-cell technique leads to a significant 

reduction in pressure oscillations even while retaining the GFM approach for the momentum equation in 

their fractional step solver. Luo et al. [181] argue that the discontinuous temporal nature of discrete 

operators induced by switching between ghost and fluid treatments is the source of pressure oscillations. 

They presented a hybridization strategy that smoothly transitions the numerical scheme between ghost 
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extrapolation and the discretization of the Navier-Stokes equations as grid nodes move out of the solid 

and into the fluid. The arguments of Luo et al. [181] show that pressure oscillations depend on grid 

spacing and time-step size as ∆𝑥2/∆𝑡 for a second-order scheme. Through their analysis of geometric 

volume conservation, Seo and Mittal predict a dependence of the form ∆𝑥𝑑/∆𝑡, where d is the spatial 

dimensionality. While consistent for two-dimensional examples, Seo and Mittal [107]  predict pressure 

fluctuations will be much smaller in three-dimensional simulations. Noting that Hartmann et al. [178] 

observed pressure oscillations in simulations using a strictly conservative cut-cell approach, Schneiders 

et al. [187] show that the abrupt temporal transitions in numerical stencil is the source of strong pressure 

oscillations in their conservative scheme. To remedy this, the authors propose a continuously 

differentiable weighting function to smoothly transition discrete operators near the moving interface.  

In this section, the performance of the two approaches is assessed for the moving boundary 

problem of an inline cylinder which oscillates in a freestream flow. The main focus of this investigation 

is a characterization of the behavior of the pressure fields for SPM and for SIM with and without 

hybridized interface treatments. As mentioned, hybridization is utilized at the interface in the SIM 

approach to suppress spurious pressure oscillations in FSI problems. On the other hand, since SPM is a 

technique that takes a “one -fluid” approach, the freshly cleared node issue does not arise. In formulating 

of the SIM hybridized numerical scheme, there are several choices in how to apply hybridization to the 

fractional step algorithm. One could hybridize the computation of both the intermediate velocity and the 

pressure, or alternatively, one could hybridize a single step in the algorithm. Through experimentation, it 

was established that the most significant reduction in oscillation magnitude occurs when hybridization is 

applied to the Poisson equation. However, utilizing the hybridization technique in all steps of the 

fractional step method leads to further reduction in oscillation magnitudes.  

We examine two alternatives to handling the fresh node condition of GFM. The first is an 

approach similar to that used in [180, 188], whereby flow variable values are extended into a layer of grid 

cells of a specified thickness immediately inside the solid domain for each time step of the flow solver. 
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The extension is carried out using the multi-dimensional partial differential equation approach proposed 

by Aslam [189]. An alternative approach is implemented very naturally in the current hybridized 

formulation. The values at fresh nodes are computed by setting the blending coefficient 𝛼𝐻 to 1 so the 

fresh node value is obtained by a purely implicit interpolation during the solution of the momentum and 

Poisson equation linear systems. This recovers the treatment proposed by Mittal et al. [174]. It should be 

noted that the pressure field must be extended into the solid for the pressure gradient to be correctly 

evaluated for fluid cells adjacent to the interface even in the case of stationary boundaries. This is due to 

the rotational correction of the pressure field imposed in Equation (3-12), which is not incorporated into 

the GFM treatment. 

Following Luo et al. [181] and Seo and Mittal [107], we examine the oscillation characteristics 

of the proposed interface treatment by considering the flow around a cylinder which is undergoing inline 

oscillatory motion in an initially quiescent box. The unit diameter cylinder is initially located at the center 

of a 20 × 20 domain, and the cylinder centroid and velocity are  

𝑥(𝑡) = 𝑥(0) −
𝑈𝑚𝑎𝑥

2𝜋𝑓
(1 − 𝑐𝑜𝑠 (2𝜋𝑓𝑡))     (3-30) 

𝑢𝑐(𝑡) = −𝑈𝑚𝑎𝑥 𝑠𝑖𝑛(2𝜋𝑓𝑡)      (3-31) 

where 𝑥(0) is the center of the domain, 𝑈𝑚𝑎𝑥 = 1 in the non-dimensional form and 𝑓 = 0.2 represents 

the frequency of the oscillation. The Reynolds number, 𝑅𝑒 =  𝑈𝑚𝑎𝑥𝐷/𝜈, and the Keulegan-Carpenter 

number, 𝐾𝐶 = 𝑈𝑚𝑎𝑥/𝑓𝐷, are  100 and 5 respectively.  

The effect of grid spacing on oscillation behavior was studied by performing simulations with 

∆𝑥 =  1/16, 1/32, 1/ 64, and 1/128. The 𝐶𝐹𝐿 number was fixed at a small value of 0.1 in order to 

generate strong spurious pressure fluctuations. The results of the grid spacing study are shown in Figure 

(3-18). First, we observe that on a fine enough grid, each of the three schemes converges to the same 

result. SPM computes smoother solutions on all meshes compared to hybridized SIM and SIM with fresh 

node interpolation (SIM without hybridization). The hybridized SIM scheme computes significantly 
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smoother solutions on the three coarsest meshes as well as displaying a more symmetric mean behavior 

compared to the other schemes. 

Next, the effect of 𝐶𝐹𝐿 number was examined by carrying out simulations with 𝐶𝐹𝐿 =  0.1, 0.2, 

0.4, and 0.8 while fixing the grid spacing at ∆𝑥 =  1/16. Here a coarse grid spacing was used to 

introduce the strongest possible oscillations. The results are shown in Figure (3-19). It is again observed 

that SPM shows the smoothest trend; the hybridized SIM approach leads to strong suppression of the 

pressure oscillations at all 𝐶𝐹𝐿 number values. For all 𝐶𝐹𝐿 values, the mean behavior of the schemes 

presented in the SIM with fresh node interpolation displays a strong asymmetry. At small 𝐶𝐹𝐿 values, 

the hybridized scheme shows the correct symmetric curve shape. However, at a 𝐶𝐹𝐿 value of 0.4, the 

hybridized scheme results show a small asymmetry, and this deviation from the true solution becomes 

more pronounced at the 𝐶𝐹𝐿 value of 0.8.  

Having ascertained that SPM shows the better pressure suppression and mean trend behavior, we 

compare the results  for the drag coefficient versus time from SPM for the finest grid and smallest time-

step size with the results presented by Dütsch et al. [190]; also plotted is the solution obtained from the 

hybridized SIM scheme (Figure (3-20)). The results of both methods agree well with the benchmark 

solution.  

 

3.3. Conclusions 

In simulating the dynamics of particle-laden flows at the meso-scale one can choose either a sharp 

or smoothed description of the embedded solid particles. This work compares a sharp interface method 

implemented with 2nd order discretization of the Navier-Stokes equations and a smoothed particle method. 

Both methods are built on the same base flow solver; differences in the performance of SIM and SPM 

are therefore due only to the interface treatment in the two methods. For the SPM approach a robust 

correlation that applies for a range of Reynolds numbers and resolution is proposed for the interface 

thickness parameter. This correlation is a function of 𝑅𝑒,  𝐶𝐹𝐿 number and the grid size. The validity of 
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the correlation has been verified by comparing with experimental data and results from the SIM approach 

for several problems. SPM results for coarse grids are very close to the ones obtained from fine grids 

using SIM. The interface thickness parameter used in SPM affects the particle drag force so that larger 

interface thicknesses lead to higher values of CD. Also, with increase of the time step size, i.e. the 𝐶𝐹𝐿 

number, the computed, CD decreases.  

Study of the flow around stationary and moving spherical particles shows that the interface 

thickness correlation in SPM loses accuracy on coarse grids with increase of 𝑅𝑒 which necessitates 

decrease of 𝐶𝐹𝐿 or refinement of the grid when 𝑅𝑒 increases. It can be inferred that at 𝑅𝑒 < 300 for 

coarse and moderately fine grids, SPM can predict the value of drag force better than SIM. On the other 

hand SIM is more reliable and accurate on fine grids. Study of an inline oscillating cylinder demonstrates 

that SPM shows lower levels of spurious pressure fluctuations and consequently smaller fluctuations in 

the computed CD for various grid sizes and 𝐶𝐹𝐿 numbers. SPM is more successful in suppressing the 

spurious pressure oscillation field than SIM. However, the hybridized SIM approach is also capable of 

smoothing the pressure oscillations for fine enough meshes. 

In the next section, SPM is further developed to be used in flows containing low particles’ density 

by modifying the method to an implicit scheme. Besides, some necessary steps for better accuracy and 

stability were performed: Implementation of Euler parameters, introducing a third order variable time 

step size Backward Euler Formulation for the update of the particle’s kinematical variables and 

implementing the Aitken relaxation technique. 
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TABLES 

 

Table 3-1- The level set criteria for the four types of computational points in 

the hybridized ghost fluid method. 

Fluid Node 𝜙(𝒙) > 𝜙𝑓𝑙𝑢𝑖𝑑 

Ghost Node 𝜙(𝒙) < 0  and   𝜙(𝒙)𝜙(𝒙𝑛𝑏𝑟) < 0 

Hybrid Node 0 < 𝜙(𝒙) ≤ 𝜙𝑓𝑙𝑢𝑖𝑑 

Fresh Node 𝜙(𝒙𝑛+1) > 0  and  𝜙(𝒙𝑛)𝜙(𝒙𝑛+1) < 0 

 

 
 

Table 3-2- Comparison of SPM with experiment and SIM for Δx =

0.125 at Re = 50 and Re = 100 and for Δx = 0.075 at Re = 200. 

Re Method 
Vortex 

Center 

Separation 

Point Angle 

Vortex 

Length 

50 

Experiment (0.19,0.21) 139 0.40 

SIM (0.14,0.25) 143 0.38 

SPM (0.20,0.23) 137 0.42 

100 

Experiment (0.25,0.30) 127 0.88 

SIM (0.25,0.30) 131 0.89 

SPM (0.24,0.31) 126 0.89 

200 

Experiment (0.91,0.38) 117 1.46 

SIM (0.87,0.34) 126 1.41 

SPM (0.95,40) 118 1.71 
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FIGURES 

 
(a) 

 

 
(b) 

 
Figure 3-1- (a) An example of generated SPM indicator function for a 2D cylinder case. (b) Diffuse and sharp 

representation of the interface. For the diffuse interface method, SPM indicator function with the 𝜉 = 5.0 is 

used. 
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Figure 3-2- The grid node classification of the current sharp interface technique. Ghost and hybrid nodes are 

represented by filled and open square symbols while fluid nodes are shown as open circles. The ghost nodes 

complete operator stencils for the white symbols and the hybrid nodes impose a temporal smoothing on the 

pressure field. 
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(a) 

 

 
(b) 

 
Figure 3-3- (a) A depiction of the simulation domain. The domain has a size of 24×10×10 and the sphere is 

centered at (6,5,5). A uniform flow condition is prescribed at all domain boundaries except the right boundary 

where a convective outflow condition is applied. (b) Variation of drag coefficient with interface thickness for 

different Reynolds numbers. The experimental value of CD for each Reynolds number is marked by a black 

star. 
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(a) 

 

 

(b) 

Figure 3-4- Streamwise velocity contours for flow past a sphere at a Reynolds number of 100 for interface 

thicknesses of (a) ξ = 0.5, and (b) ξ = 1.0. Note the change in the length of the wake bubble associated with 

the variation of interface thickness.  
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Figure 3-5- Variation of drag coefficient with CFL at different Reynolds numbers at ξ = 1.0. The correct drag 

coefficient for each Reynolds number is marked by a black star. 
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Figure 3-6- The error in adopting the correlation for SPM at various Re and CFL numbers for a stationary 

sphere. 
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Figure 3-7- Variation of drag coefficient with grid size to show the grid independency of the results when the 

correlation is applied. Except for very low Reynolds numbers with a mild dependency, the value of drag 

coefficient does not depend on the grid size.  
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(a) 

 

 
(b) 

 
Figure 3-8- Effect of grid refinement on the drag coefficient: (a) Variation of drag coefficient for SPM and 

SIM at Re = 3. (b) Error in drag coefficient with refinement of grid for SPM and SIM at Re = 3. 
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(a) 

 

 
(b) 

 
Figure 3-9- Effect of grid refinement on the drag coefficient: (a) Variation of drag coefficient for SPM and 

SIM at Re = 3. (b) Error in drag coefficient with refinement of grid for SPM and SIM at Re = 150. 
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(a) 

 

 

  
(b) 

 

 
Figure 3-10- Variation of streamwise velocity for Re = 3 based on (a)  SIM and (b) SPM. 
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(a) 

 

 

 
(b) 

 

 
Figure 3-11- Variation of pressure for Re = 3 based on (a) SIM and (b) SPM. 
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(a) 

 

 

 
(b) 

 

 
Figure 3-12- Variation of streamwise velocity for Re = 150 based on (a) SIM and (b) SPM. 
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(a) 

 

 
(b) 

 
Figure 3-13- Results for Re = 300: (a) variation of drag coefficient as a results of vortex shedding (b) vortical 

structures colored with x-vorticity for SPM (left) and SIM (right). 
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Figure 3-14- Velocity variation of a settling sphere based on the results from SIM and SPM at Refinal = 30. 

SPM has the best results for this case.  

 

 

 

 
(a)        (b)  

 
Figure 3-15- The vorticity of flow over a settling sphere based on (a) SPM and (b) SIM. The final Reynolds 

number is 30 and the Froude number is 5.63. 
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Figure 3-16- The error in adopting the correlation for SPM at various Res and CFL numbers for a dropping 

sphere. 

 

 

 

 
Figure 3-17- Time history of velocity and displacement for a moving sphere at Re0 = 10. 
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 Figure 3-18- Variation of drag coefficient for the inline oscillating cylinder in SPM (left) and SIM (right) at 

CFL = 0.1 and Re = 100 for various grid sizes: ∆x =
D

16
,
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Figure 3-19- Variation of drag coefficient for the inline oscillating cylinder in SPM (left) and SIM (right) for 

∆x = D/16 and Re = 100 at various CFLs: CFL = 0.1, 0.2, 0.4 and 0.8 from top to bottom. 
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Figure 3-20- Comparison of CD for CFL = 0.1, ∆x = D/128 and Re = 100 with Dutsch et al. 
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CHAPTER 4 

 

UPDATES AND MODIFICATION OF SMOOTHED PROFILE METHOD 

 

This chapter describes a study of the robustness of the Smoothed Profile Method (SPM) in 

challenging cases when inertia and added mass effects are significant. A 2nd order accurate Sharp interface 

method (SIM) as described in the previous chapter is used for comparison. SPM was initially constructed 

for applications involving low Reynolds numbers; this study pushes the envelope towards higher 

Reynolds numbers, where the boundary layer and wake dynamics will be influenced by the thickness of 

the solid-fluid interface. The effect of a diffuse interface on this interaction is assessed. Moreover, the 

validity of implementing a correlation for interface thickness parameter in SPM for unsteady wake flows 

is also tested. 

For cases where high added mass effect can cause FSI calculations to be unstable, particularly 

for cases where the particles exhibit rotational inertia, the previously mentioned semi-implicit approach 

becomes unstable and an implicit approach should be implemented. In the next step, SPM and SIM are 

applied to fluid structure interaction (FSI) problems in an implicit fluid-solid strong coupling treatment 

using Aitken acceleration to speed up convergence of subiterations.  

 

4.1. Implicit Smoothed Profile Algorithm 

4.1.1. Introduction 

Computational methods for fluid-structure interaction (FSI) problems with complex geometries 

and motions can face challenges associated with managing boundary-fitted moving meshes. For this 

reason, methods based on fixed, simple Cartesian meshes, i.e. the various flavors of the Immersed 

Boundary Method (IBM) [47, 102, 118] have enjoyed increasing popularity. Cartesian grid based 
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methods can be particularly useful for the simulation of resolved particulate flows where the large 

numbers of moving boundaries call for careful numerical treatments to obtain accurate solutions in a 

computationally tractable manner [28, 36, 45, 79, 80, 83, 84, 122-128]. For Cartesian (i.e. immersed 

boundary) methods a key issue is the treatment of the immersed boundaries, i.e. whether to adopt sharp 

or diffuse interface treatments. Additionally, robustness and efficiency of the FSI methods can depend on 

how the FSI algorithm handles the coupling between the immersed interface and the fluid flow solver. 

Typically, Fluid-Structure Interaction (FSI) algorithms are based on the Dirichlet-Neumann 

strategy in which the flow solver solves for the fluid velocity and pressure using the structural kinematics 

as boundary conditions and the motion of the structure is solved by enforcing tractions [191] on the solid 

surface. The simplest method among them constructs a weakly coupling, which involves a time lag 

between fluid and structure (chapter (3)). The time update related to this coupling is an explicit scheme 

as the update of fluid is based on the previous time data of the solid and vice versa. This type of coupling 

is efficient and practical when the solid density is at least one order of magnitude higher than the fluid. 

For example, explicit schemes are widely used in the aerospace industry [192, 193].  

However, the implementation of explicit approaches for many practical particulate flows, such 

as motion of blood cells in plasma or the motion of thin-walled tubes containing fluids is not advisable. 

In addition to the difficulties that arise strictly due to the topology and number of moving boundaries, 

numerical solutions may be further complicated by stability and efficiency issues, particularly for high 

added-mass situations [194] where two-way fluid-solid coupling leads to associated numerical stiffness. 

Added mass effects arise because of mass conservation as the solid and the fluid cannot occupy the same 

space; consequently, whenever a solid moves, the fluid also moves to make space for the solid. The 

amount of fluid mass that moves in this process is the virtual or added mass and it depends on particle 

shape and motion as well as flow geometry. In a domain with constraints on mass flux through its 

boundaries the added mass effect is stronger because the fluid in front of the particle will replace the flow 

behind it [91]; the overall stability of the flow solution will hinge on the accurate treatment of mass 
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transport in the domain. In such cases the motion of the solid is intimately coupled to fluid displacements 

and the disparity of time scales in the movement of solid and fluid lead to a stiff computation. This type 

of scenario can arise in the case of blood cells carried by plasma, high aspect ratio elastic tubes carrying 

fluids and in the dynamics of slender structures as in the operation of heart valves and other applications. 

Fortunately, the Reynolds numbers in these applications are moderate (order of hundreds); However, the 

stability of numerical solutions is predominated by the added mass effect and therefore the flow 

calculations are not so much challenged by the need to resolve boundary layers as by the need to stabilize 

the simulations to added-mass induced divergence of the FSI problem. For such problems, the 

performance of sharp versus smoothed interface treatments needs to be assessed; there is very sparse 

work on this issue in the literature [195-198]. 

To compare sharp and smoothed interface methods in the context of high added mass effect 

problems, the semi-implicit fractional step algorithm presented in chapter (3) will need to be modified. 

When the density of the solid is much higher than the fluid, the added mass amount is almost negligible 

and loosely coupled semi-implicit or explicit schemes are applicable. However, if the density of the fluid 

is close to the solid, the effect of added mass severely limits the time step size [194]. For incompressible 

flows, if the solid and fluid densities are at the same order, reduction of time step size can no longer 

stabilize the solution [199]. Hu et al. [200] showed that that explicit FSI schemes become unstable when 

the added mass becomes comparable to that of the structure.  

In order to reduce added mass instabilities, strongly coupled FSI methods are used. Strong 

coupling, which makes the FSI scheme implicit, can be performed using either monolithic or partitioned 

methods. Monolithic methods define the fluid and structure in a single set of discrete equations to consider 

both fluid and solid sub-domains at once. No domain splitting error is introduced; thus the coupling is 

robust enough for FSI cases with high added mass effects [201]. However, the resulting system of discrete 

equations can be poorly conditioned due to stiffness issues related to disparate time scales of the fluid 

and structure and the solution of the monolithic discrete form can become expensive Therefore, the 



www.manaraa.com

68 

 

efficiency of each monolithic method depends on complicated preconditions such as Krylov sub-space 

of the iterative solver [191, 202-204]. For a monolithic approach with pressure segregation, non-

convergent iterative solutions are possible, as described by Idelsohn et al. [205].  

 Partitioned approaches [206-210], on the other hand, solve flow and structure equations 

separately. This makes it convenient to use off-the-shelf or well developed separate fluid and solid solvers 

and to connect solvers together only in terms of interfacial quantities. The structure does not change while 

the flow is solved and vice versa. Unlike the monolithic approach, the coupling is not inherent in the 

discretized equations and implementing a coupling algorithm is mandatory. The previously mentioned 

explicit schemes can also be categorized as partitioned approaches since fluid and structure are solved 

independently. By implementing subiterations within each time step, the scheme can be made implicit, 

i.e. by updating the fluid and structure and their boundary conditions at each time step multiple times to 

reach a prescribed tolerance as a convergence criterion. The advantage of partitioned methods is that the 

system of discrete equations is smaller and better conditioned. In addition, modular implementations in 

the existing codes is possible [204]. However, they become unstable for large time step sizes [211] and 

to suppress the instability some type of relaxation needs to be applied. 

Herein, SPM is implemented in a fully coupled (i.e. implicit) fashion to assess its performance 

in more challenging cases than it is conventionally applied to, cases such as flows with high added mass 

effect. An implicit 2nd-order accurate SIM [106, 174] also is used for comparison in most of the cases. 

Both interface treatments are set in the same flow solver that operates on a Cartesian grid. Adapting the 

SPM approach to the regimes of higher Reynolds numbers and for high added mass effects involves 

several measures which are described in this research, including octree based local mesh refinement (will 

be described in chapter (5)), Aitken acceleration of the fully coupled FSI solver, a third-order backward 

difference scheme for updating the particle variables and use of Euler parameters for particle rotation 

calculations; depending on the FSI problem being solved these are all necessary ingredients needed to 

make the simulation stable and robust.  
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In the following section, the features of the fully coupled smoothed profile method is described. 

In the results section, these methods are tested for flows with Reynolds number values of orders up to 

104. Then the motion of low density particles is studied to analyze the robustness and stability of the 

methods. Finally, the strengths and limitations of the approach are identified. 

The present strongly coupled fluid structure interaction algorithm represents an implicit scheme 

in a partitioned approach; the update of fluid and structure are done separately by use of subiteration for 

both fluid and solid variables to reach a final converged state at each time step. The overall algorithm 

stabilizes the numerical method to overcome the added mass effect and is applied for both SPM and SIM. 

The implicit algorithm is described below. 

 

4.1.2. Flow solver 

The time-splitting algorithm for the strongly-coupled FSI formulation is cast into a subiterative 

form. The fluid fractional step equations along with the equations of motion for the solid are solved 

iteratively in an outer loop such that the variables are tightly coupled at convergence. Here, a fractional-

step algorithm with rotational pressure correction [169] is implemented to achieve an accuracy more than 

𝒪(∆𝑥). The current implementation of the fractional-step approach is very close to the implementation 

suggested by Shen et. al. [172] (See also Guermond and Shen [171]) with some modifications to account 

for the presence of moving immersed boundaries in the Cartesian grid. 

The resulting approximations of the velocity and pressure fields at the end of each subiteration 𝑘 

are denoted as 𝒖𝑛+1
𝑘+1 and 𝑝𝑛+1

𝑘+1. Using the general formulation of the chapter (3), the subiterative scheme 

modifies the Equations (3-3) to (3-5) as  

𝛼𝒖∗+∑ 𝛽𝑗𝒖𝑛+1
𝑘−𝑗𝐽−1

𝑗=0

∆𝑡𝑛+1
+ (𝒖 ∙ 𝛻𝒖)𝑛+1

𝑘 = −𝛻𝑝𝑛+1
𝑘 +

1

𝑅𝑒
𝛻2𝒖∗   (4-1) 

In Equation (4-1), 𝑛 is the time step and 𝑘 is a counter for the number of subiterations at the new 

time step. The values of coefficients 𝛼 and 𝛽 define the time-integration scheme. In the case of adaptive 
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time-stepping, for the second-order BDF the coefficients are 𝛼 =
2𝑟+1

(1+𝑟)
, 𝛽0 = −(1 + 𝑟), and 𝛽1 =

𝑟2

(1+r)
, 

where 𝑟 =
Δ𝑡𝑛+1

Δ𝑡𝑛
 [173]. Here, 𝒖𝑛+1

𝑘−𝑗
 is the fluid velocity at 𝑗 subiterations before the current one. The non-

linear term is treated in the manner proposed by [212]: For 𝑘 =  1, an explicit second-order Adams-

Bashforth technique is used to approximate the non-linear term at 𝑡𝑛+1. For all 𝑘 >  1, the non-linear 

term is approximated using 𝒖𝑛+1
𝑘 . The boundary conditions for velocity is 𝒖∗|Γ = 𝒃𝑛+1. The rest of 

formulations are similar to the fractional step method in chapter (3). 

In this chapter for simplicity the subscript 𝑛 + 1 related to the current time step is dropped. 

However, at the start of each time step when there is no previous subiterative data available, the last 

update of the data from the previous time step is used. Similarly, Equations (3-7) to (3-12) are modified 

to include the subiterative variables by replacing 𝑝𝑛 with 𝛻𝑝𝑘 , 𝒖𝑛 with 𝒖𝑘  and so on.  

 

4.1.3. Particle variables 

Particle velocity and angular velocity of particles are updated as: 

𝑑𝑽𝑖
𝑘+1

𝑑𝑡
=

Δ𝑡

𝑀𝑖
𝑭𝑖

𝑘+1 and  
𝑑 𝛚𝑖

𝑘+1𝐿

𝑑𝑡
= 𝛚𝑖

𝑘𝐿 +
Δ𝑡

𝑰𝑖
𝐿 𝑻𝑖

𝑘+1𝐿   (4-2) 

where 𝑀𝑖 and 𝑰𝑖
𝐿 are respectively mass and moment of inertia of the 𝑖th particle. Superscript 𝐿 denotes 

the inertial reference frame and 𝑭𝑖
𝑛and 𝑻𝑖

𝑛𝐿 are total force and moment on the particle. Similarly, particle 

position and orientation is updated by integration of velocity and angular velocity: 

𝑑𝑿𝑖
𝑘+1

𝑑𝑡
= 𝑽𝑖

𝑘+1
  and  

𝑑𝚯𝑖
𝑘+1

𝑑𝑡
= 𝛚𝑖

𝑘+1    (4-3) 

A third-order backward differencing scheme with non-uniform time step size capability is used 

for time integration of Equations (4-2) and (4-3) as discussed in the following section. 
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4.1.2.1 Third order Backward Differencing Formulation 

Since backward difference formulas (BDF) for time discretization use the latest update of flow 

variables in the time derivative and are implicit methods and they have fewer stability issues [213]; in the 

present case they are found to be essential for time-stepping the high-added mass effect cases attempted 

in this work; in fact, as will be shown later, a third-order BDF method is necessary in more sensitive 

cases. For uniform time step sizes the BDF methods are well developed for any order [214, 215] but few 

studies exist for the cases with variable time step sizes. Emmrich [173] proposed a second-order BDF 

with variable time step sizes as well as a comprehensive study of stability. The method was developed by 

Heard [216] for a third-order but there is a restriction of constant uniform time step expansion ratios. 

Because of the time adaptive solver, the scheme is extended herein for varying time step sizes. 

Considering 𝑡𝑘+1 as the last time step, ℎ𝑗 = 𝑡𝑘+1 − 𝑡𝑘−𝑗+1, the third-order scheme for the time derivative 

of the variable 𝝓 is used to find 𝝓𝑘+1 which is the desired update of the variable 𝝓. 

  
𝑑𝝓𝑘+1

𝑑𝑡
= ∑ 𝑐𝑗

3
𝑗=0 𝝓𝑘−𝑗+1 + 휀𝑇       (4-4) 

In the above relation 

 𝑐0 =
1

ℎ1
+

1

ℎ2
+

1

ℎ3
  

 𝑐1 = −
ℎ2ℎ3

ℎ1(ℎ1−ℎ3)(ℎ1−ℎ2)
 

 𝑐2 = −
ℎ1ℎ3

ℎ2(ℎ2−ℎ3)(ℎ2−ℎ1)
 

 𝑐3 = −
ℎ1ℎ2

ℎ3(ℎ1−ℎ3)(ℎ2−ℎ3)
       (4-5) 

The leading truncation error of the scheme shows the third order accuracy: 

 휀𝑇 =
(𝑐1ℎ1

4+𝑐2ℎ2
4+𝑐3ℎ3

4)

24

𝑑4𝝓𝑘+1

𝑑𝑡4       (4-6) 

When the step sizes are equal, ℎ3 = 3ℎ1 and ℎ2 = 2ℎ1, the standard BDF will be recovered: 

𝑑𝝓𝑘+1

𝑑𝑡
=

(−
1

3
𝝓𝑘−2+

3

2
𝝓𝑘−1−3𝝓𝑘+

11

6
𝝓𝑘+1)

∆𝑡
     (4-7) 
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and thus 𝝓𝑘+1 is obtained from  

𝝓𝑘+1 =
1

11
[6

𝑑𝝓𝑘+1

𝑑𝑡
∆𝑡 + 18𝝓𝑘 − 9𝝓𝑘−1 + 2𝝓𝑘−2]   (4-8) 

At the start of the simulation when only the initial data is available, a first order scheme is 

implemented as: 

𝝓𝑘+1 = 𝝓𝑘 +
𝑑𝝓𝑘+1

𝑑𝑡
∆𝑡       (4-9) 

At the second time step, a second order BDF is applied [173]: 

𝑑𝝓𝑘+1

𝑑𝑡
=

1

∆𝑡
∑ 𝑐𝑗

2
𝑗=0 𝝓𝑘−𝑗+1 + 휀𝑇      (4-10) 

Considering 𝑟𝑛 =
∆𝑡𝑘+1

∆𝑡𝑘
, 

𝑐0 =
1+2𝑟𝑛

1+𝑟𝑛
  

 𝑐1 = −(1 + 𝑟𝑛) 

 𝑐2 =
𝑟𝑛

2

1+𝑟𝑛
        (4-11) 

Thereafter at the 3rd-order BDF takes over the time-stepping. 

 

4.1.2.2 Particle rotation 

Equations (4-2) and (4-3) for particle rotation are straightforward in 2D cases. However, in 3D 

these equations become complicated as the moment of inertia in the inertial reference frame 𝑰𝑖
𝐿  is a 3 ×

3 matrix that has six independent components varying with time as the particle rotates [217]. Use of a 

body-fixed principal reference frame solves this problem as the moment of inertia in this system does not 

change and only has three components. Therefore, rather than 𝒙 = [𝑥, 𝑦, 𝑧] as the inertial frame, �̂� =

[𝑥, �̂�, �̂�] and �̂̂� = [𝑥, �̂̂�, �̂̂�] reference frames are used which describe, respectively, the coordinate system 

attached to the particle center of mass and the co-moving frame with an origin at the particle center of 

mass but with axes parallel to the inertial frame. Denoting 𝑘 + 1 as the latest update, 𝛚𝑖
𝑘+1  can be 

obtained by integration of the following equations in the principal frame: 
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𝑑𝜔𝑖,�̂�
𝑘+1

𝑑𝑡
=

1

𝐼�̂�
[𝑇 𝑖,𝑥

𝑘+1 + 𝜔𝑖,�̂�
𝑘 𝜔𝑖,�̂�

𝑘 (𝐼�̂� − 𝐼�̂�)]     (4-12) 

𝑑𝜔𝑖,�̂�
𝑘+1

𝑑𝑡
=

1

𝐼�̂�
[𝑇 𝑖,�̂�

𝑘+1 + 𝜔𝑖,�̂�
𝑘 𝜔𝑖,𝑥

𝑘 (𝐼�̂� − 𝐼𝑥)]     (4-13) 

 
𝑑𝜔𝑖,�̂�

𝑘+1

𝑑𝑡
=

1

𝐼�̂�
[𝑇 𝑖,�̂�

𝑘+1 + 𝜔𝑖,𝑥
𝑘 𝜔𝑖,�̂�

𝑘 (𝐼�̂� − 𝐼�̂�)]      (4-14) 

 Integration of the above equations in time leads to Euler angles (휃, 𝜙, 𝜓) which are based on the 

elemental rotation in a 3D Euclidean space [218, 219]. Transformation between the particle frame and 

the co-moving coordinate is given by 

�̂� = 𝑨�̂̂�         (4-15) 

𝑨 is the transformations matrix which is defined in the x-convention of Goldstein [218] as  

[

Cos𝜓 cos𝜙 − cos 휃 sin𝜙 sin𝜓 cos𝜓 sin𝜙 + cos 휃 cos𝜙 sin𝜓 sin𝜓 sin 휃
− sin𝜓 cos𝜙 − cos휃 sin𝜙 cos𝜓 − sin𝜓 sin𝜙 + cos휃 cos𝜙 cos𝜓 cos𝜓 sin 휃

sin 휃 sin𝜙 −sin 휃 cos𝜙 cos 휃
] 

(4-16) 

In the representation of the particle angles, the superscript 𝑘 + 1 related to subiteration and the 

subscript 𝑖 related to the 𝑖th particle have been dropped; the Euler angle values are computed over each 

subiteration. The Euler angles are updated by integrating the angular velocity according to [220] 

  

[
 
 
 
 
𝑑𝜃

𝑑𝑡
𝑑𝜙

𝑑𝑡
𝑑𝜓

𝑑𝑡 ]
 
 
 
 

=

[
 
 
 
 

𝜔𝑖,𝑥
𝑘+1 cos𝜓 − 𝜔𝑖,�̂�

𝑘+1 sin𝜓

(𝜔𝑖,�̂�
𝑘+1 sin𝜓 + 𝜔𝑖,�̂�

𝑘+1 cos𝜓)/ sin휃

𝜔𝑖,�̂�
𝑘+1 − (

𝑑𝜙𝑖
𝑘+1

𝑑𝑡
) cos 휃 ]

 
 
 
 

    (4-17) 

However, Euler angles can lead to singularities and ill-posed conditions [218, 220-222]. The 

general remedy for these problems is the use of Euler parameters [218, 220-222] which extends the 

definition of elemental rotation to a set of four quaternions. Using similar coordinate systems as the Euler 

angles for the particle’s rotation, Equations (4-12) to (4-13) can still be used. The Euler parameters are 

defined as [220, 222, 223] 

 휀1 = cos
𝜙−𝜓

2
sin

𝜃

2
       (4-18) 
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 휀2 = sin
𝜙−𝜓

2
sin

𝜃

2
       (4-19) 

 휀3 = sin
𝜙+𝜓

2
cos

𝜃

2
       (4-20) 

 휂 = cos
𝜙+𝜓

2
cos

𝜃

2
       (4-21) 

Euler parameters as quaternions as subject to the identity 

 휀1
2+휀2

2 + 휀3
2 + 휂2 = 1      (4-22) 

The transformation matrix for the Euler parameters is 

 𝑨 = [

1 − 2(휀2
2 + 휀3

2) 2(휀1휀2 + 휀3휂) 2(휀1휀3 − 휀2휂)

2(휀2휀1 − 휀3휂) 1 − 2(휀3
2 + 휀1

2) 2(휀2휀3 + 휀1휂)

2(휀3휀1 − 휀2휂) 2(휀2휀3 − 휀1휂) 1 − 2(휀1
2 + 휀2

2)

]  (4-23) 

Euler angles are used to define the Euler parameters at the start of the simulation. After finding 

the Euler parameters there is no need for the Euler angles since the Euler parameters can be calculated by 

integrating:   

 

[
 
 
 
 
 
 
𝑑𝜀1

𝑑𝑡
𝑑𝜀2

𝑑𝑡
𝑑𝜀3

𝑑𝑡
𝑑𝜂

𝑑𝑡 ]
 
 
 
 
 
 

=
1

2

[
 
 
 
 
 

휂𝜔𝑖,�̂�
𝑘+1 − 휀3𝜔𝑖,�̂�

𝑘+1 + 휀2𝜔𝑖,�̂�
𝑘+1

휀3𝜔𝑖,�̂�
𝑘+1 + 휂𝜔𝑖,�̂�

𝑘+1 − 휀1𝜔𝑖,�̂�
𝑘+1

−휀2𝜔𝑖,�̂�
𝑘+1 + 휀1𝜔𝑖,�̂�

𝑘+1 + 휂𝜔𝑖,�̂�
𝑘+1

−휀1𝜔𝑖,�̂�
𝑘+1 − 휀2𝜔𝑖,�̂�

𝑘+1 − 휀3𝜔𝑖,�̂�
𝑘+1

]
 
 
 
 
 

    (4-24) 

In this research, the third order BDF as described in the last section is used to preserve the solution 

accuracy and stability of the particle variables. In order to avoid instabilities related to Euler parameters 

[221], a normalization condition as in Equation (4-22) is applied after each update of the Euler parameters.  

 

4.1.4. Fluid-structure interaction 

The FSI formulation for both SPM and SIM is the same as chapter (3) except that the time updated 

variables are replaced with the subiterative updated variables (Equations (3-15) to Equation (3-21)). The 

time update happens when the convergence occurs at the end of subiterative outer loop. For faster 

convergence rates, the relaxation as Aitken scheme is applied as following. 
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4.1.4.1 Aitken acceleration for strongly coupled FSI 

Convergence acceleration schemes improve the performance of strongly coupled partitioned FSI. 

Methods such as Aitken acceleration [224], steepest descent relaxation [225, 226], Newton-Krilov [227] 

or vector extrapolation [228] can be used in an iterative scheme designed to avoid instability issues related 

to high added mass effects. Here, Aitken acceleration is chosen because of its simplicity and proven 

performance in FSI cases [70, 71, 229]. Aitken acceleration is a fixed point relaxation scheme for the 

strong coupling of nonlinear systems [230]. In this scheme, the equilibrium interface condition is reached 

by iterative update of the fluid and structure and by considering their mutual interaction using the last 

updated value in the subiteration. The update of variable 𝝓 at subiteration 𝑘 + 1 will be [231]  

 𝝓𝑘+1 = (1 − 𝜆𝑘+1)𝝓
𝑘+1 + 𝜆𝑘+1𝝓

𝑘      (4-25) 

The variable 𝝓 can stand for velocity or pressure of fluid or the velocity or angular velocity of the solid 

particle. 𝜆𝑘+1 is the relaxation parameter, which is obtained from Aitken Δ2 method ([70, 212, 229]) as  

 𝜆𝑘+1 = 𝜆𝑘 + (𝜆𝑘 − 1)
(𝑸𝑘−𝑸𝑘+1)∙𝑄𝑘+1

‖𝑸𝑘−𝑸𝑘+1‖2      (4-26) 

where 𝑸𝑘+1 = 𝝓𝑘 − 𝝓𝑘+1 is the difference of the 𝝓 in one subiteration. 

The subiteration process is carried out until the norms of the differences between the iterations 

for the fluid velocity, pressure, and solid velocity and angular velocity are all smaller than a set of 

prescribed tolerances: 

‖𝝓𝑘+1 − 𝝓𝑘 ‖ < 휀𝝓       (4-27) 

Then the algorithm proceeds to the next time step and the subiteration counter is reset to 𝑘 = 1. 

 

4.2. Results 

The fully coupled algorithm for SPM and SIM is implemented to study the behavior of fixed and 

moving boundaries related to flows with embedded solid objects such as particles. The flow solver uses 
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a finite-volume method on octree-refined Cartesian grids. In this context, all variables are in non-

dimensional form and the particle diameters are set to unit length. An octree-based local mesh refinement 

scheme is used to enhance resolution in flow regions containing high velocity gradients (chapter (5)). The 

solution is considered as converged at each subiteration if the norm of the velocity and pressure change 

within the linear solver iteration is less than 10-8 and 10-9, respectively. Moreover, the subiterations are 

considered as converged if the changes between two subiteration in flow velocity and pressure, and also 

particle velocity and angular velocity are less than 휀∆𝑡2. Based on tests performed, the value of 0.01 is 

chosen for 휀 to satisfy both safety and efficiency. For all of the cases, 𝜌𝑓 = 1. 

 

4.2.1. Flow past cylinder at moderately high Reynolds numbers 

So far, use of SPM as a DNS approach for particulate flows has been limited to very low to almost 

moderate laminar Reynolds number values [74, 75, 149-154, 156, 157, 161, 195] but study of the 

application for higher laminar Reynolds number values with significant vorticity confinement at the solid 

surface, would be helpful in many applications such as blood flow in the arteries [64, 232]. For 

comparison purposes, a 2nd-order accurate SIM approach based on a least-squares Ghost Fluid Method 

(GFM) [112, 180] also is used. The key issue addressed is how the spreading of the interface in an SPM 

approach, which coincides spatially with the region of generation and confinement of vorticity, affects 

the results obtained with SPM at high laminar Reynolds numbers. 

In order to test the ability of the flow solver to accurately simulate the flow characteristics over 

a solid surface at moderately high Reynolds numbers, SIM and SPM are applied to solve for flow over a 

stationary cylinder. The flow impulsively starts in a quiescent fluid to achieve Reynolds number values 

of 1000 and 9500 where 𝑅𝑒 = 𝑈∞𝐷 𝜈⁄ . The time history of drag coefficient, contour plot of vorticity 

and values of surface vorticity are compared with benchmark values [233], which are based on the 

Lagrangian vortex method. This reference provides a good benchmark case as the temporal evolution of 



www.manaraa.com

77 

 

the vorticity field reflects a strong interaction between boundary-layer vorticity and the localized wake 

features and thus can test the capability of the SPM to capture all relevant physics in an adequate manner. 

The cylinder with unit diameter is located at 6 × 6 in a channel of dimension 18 × 12. All 

boundaries except the outflow have unit velocity and the initial fluid velocity is 1.0 in the x-direction. In 

order to have at least ten grid points inside the boundary layer, the most refined grid is chosen to satisfy 

∆𝑥 < 1/10√𝑅𝑒. The mentioned equation assures resolved solution for the higher Reynolds number 

values, as a finer grid is required to capture all length scales. Consequently, the approximate minimum 

required fine grid spacings for 𝑅𝑒 =  1000  and 𝑅𝑒 =  9500  simulations are 0.0032  and 0.001 , 

respectively. In the context of the octree refinement, to achieve this resolution, a base grid size of 0.025 

and 0.02 with respectively four and six levels of refinement is used for 𝑅𝑒 = 1000 and 𝑅𝑒 = 9500. The 

𝐶𝐹𝐿 number is set to 0.3 and the time variable is normalized based on the radius of cylinder as 𝑇 = 𝑈𝑡/𝑅.  

First, the drag coefficients (𝐶𝐷) from SPM and SIM are compared (Figure (4-1)). Since it is an 

integrated quantity, the calculated 𝐶𝐷 from SPM and SIM are in excellent agreement with [233] at 𝑅𝑒 =

1000. For 𝑅𝑒 = 9500, the results are also in good agreement provided that the grid for SPM is fine 

enough. The discrepancy between SPM and SIM is significant for coarse SPM simulations.  

The effect of grid refinement on 𝐶𝐷 for SPM is shown in Figure (4-2) with using different grid 

spacing. It is clear that at 𝑅𝑒 = 1000, having 2.52 grid points along the boundary layer related to ∆𝑥 =

0.0125 is enough for having a similar trend for 𝐶𝐷. However, at 𝑅𝑒 = 9500, there should be at least ten 

grid point along the boundary layer. This is because at 𝑅𝑒 = 9500, the flow is very close to have 

transition from laminar to turbulence and use of boundary layer thickness criterion does not lead to the 

smallest length scale.  

Vortex patterns also are presented in Figure (4-3). The results are qualitatively in good 

agreement; however, there is a noticeable discrepancy in the rollup of the shear layer coming off the 

cylinder among the methods at 𝑅𝑒 = 9500; this may be due to the greater dependency of the boundary 

layer profile and subsequent shear layer instability on the grid at higher Reynolds numbers. The separation 
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point for the different methods is in good agreement however. For the 𝑅𝑒 = 9500, the history of the 

vortex is shown in Figure (4-4) using SPM. The evolution of the vortex and how they are generated at 

the surface and the detachment of the boundary layer from the surface is noticeable.  

Figure (4-5) shows the vorticity values along the surface of the cylinder using the same grid 

spacing for SIM and SPM at 𝑅𝑒 = 1000. The surface vorticity obtained from the two methods at 𝑅𝑒 =

1000 are in good agreement with the benchmark. However, as seen in Figure (4-6), at 𝑅𝑒 = 9500, the 

values of surface vorticity from SPM are lower than that for the SIM and the vortex method. This is 

because of the diffuse interface of SPM that has smoothed the velocity gradient at the interface leading 

to lower vorticity values. As noted above this leads to discernible differences in the vorticity contours 

downstream of the cylinder. However, the values of the drag on the cylinders are in fairly good agreement 

for SPM, SIM and the benchmark even for Re=9500, as shown in Figure (4-1).  

For a closer study of surface vorticity in the case of SPM, the effect of grid refinement is 

examined (Figure (4-7)). With grid refinement, the surface vorticity approaches that of the vortex method 

[40] at 𝑅𝑒 = 1000. However, as seen in Figure (4-7), at 𝑅𝑒 = 9500 there exist sharp peaks in the values 

of surface vorticity obtained from the benchmark solution and the SIM, which are not always captured 

even at the finest grid attempted with SPM although the rest of the surface vorticity is well represented. 

Therefore, SPM can present difficulties in capturing surface features adequately as the Reynolds numbers 

become large, due to the interaction of the boundary layer with the inherent thickness of the diffuse 

interface.  

In summary, this section demonstrates that while SIM and SPM are able to resolve the evolution 

of complicated interplay among surface vorticity and the formed coherent wake structures, as the 

Reynolds numbers become large SPM cannot capture details on surface vorticity unless very fine meshes 

are used. 
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4.2.2. Solid object interacting with a wake flow 

The interface thickness of SPM depends on the value of the Reynolds number, the time step and 

grid resolution; the interface thickness correlation determined in Equation (3-29) is designed to provide 

a robust parameter that can apply to flows containing particles under a wide range of inertia and grid 

resolution. However, that correlation was determined for the single flow type, i.e. pertaining to a uniform 

far field flow navigating a single particle. It is important to establish that the correlation holds under 

conditions where the incoming flow is vorticity laden and for the situation of particles interacting with 

each other. To study this aspect, the problem of flow over two spheres with unit diameters in a channel 

flow is chosen for study. The spheres are fixed and the interaction between the particles is quantified by 

finding their drag coefficients when a uniform inlet velocity (non-dimensional value of 1.0) passes over 

the spheres. The channel size is 50 × 15 × 15; the first spherical particle is located at 8 × 10 × 10. The 

second sphere is placed at different axial gap distances ∆ from the first (upstream) sphere where the gap 

distance ∆= 0 means that the spheres are in contact.  

The study is done at 𝑅𝑒 = 30 and the results are presented in Figure (4-8) for SPM and SIM. 

There are two cases for SIM, the first with the same coarse grid as for SPM and the second for a fine grid 

which is considered as the “exact” solution to compare with SPM. The base mesh size for SPM and the 

coarse grid solution of SIM is 0.3333 with three levels of local mesh refinement. The base mesh size for 

the refined grid solution of SIM is 0.2 with four levels of local mesh refinement. As seen in Figure (4-

8a), there is an increasing trend for the drag coefficient (CD = 8𝐹 𝜋𝜌𝑈2𝐷2⁄ ) for both methods when the 

distance among the particles increases and consequently the wake effect on the second particle decreases. 

The second particle obviously experiences lower drag than the first. It should be mentioned that when 

two spheres touch (i.e. the gap between the particles goes to zero), SIM cannot be applied as it leads to 

non-invertible matrixes but it is still possible to use SPM. It can also be seen that for this Reynolds number 

SPM provides good solutions even on the coarse mesh while a finer mesh is required for SIM. Figures 

(4-8b) and (4-8c) shows the contour plots of stream-wise velocity and vorticity for SPM when 𝑅𝑒 = 30 
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and gap distance ∆= 1. Extension of the wake at the rear of the spheres is noticeable. SPM is able to 

simulate the wake flows and in this case displays better accuracy than SIM when it is applied with the 

same coarse grid.  

This study was extended to the higher Reynolds number of 300 (Figure (4-9)). The channel size 

is 36 × 10 × 10; the first spherical particle is located at (5,10,10). The base mesh size for all cases is 

0.3333 with three and five levels of local mesh refinement to reach minimum grid sizes of 0.08333 and 

0.02083 for coarse and fine grids respectively. The results are compared with Prahl et al. [234]. As shown  

in [234], at 𝑅𝑒 = 300, the wake is unsteady and vortex shedding occurs at Strouhal number 𝑆𝑡 = 0.135. 

Therefore, a time-averaged value for CD is obtained by taking values over several shedding cycles within 

the simulation time interval [10.0 < 𝑇 < 200.0].  

As seen in Figure (4-9a), there is an increasing trend in the drag coefficient for both methods 

when the distance between the particles increases and consequently the wake effect on the second particle 

decreases. As expected, the second particle experiences lower drag than the first one. It can also be seen 

that for this Reynolds number SPM provides good solutions for the first particle even on a coarse mesh 

while SIM requires a finer mesh. For the second particle, the coarse grid result obtained from SPM is less 

accurate than SIM when the two particles are close, i.e. when the wake effect is higher. However, SPM 

provides better results than SIM when the distance between the two particles increases. The fine grid 

solution obtained using SIM however is very close to the benchmark showing that with fine grids SIM 

provides more accurate results. This behavior of SPM and SIM, where SPM produces good results for 

the drag coefficient for moderate Reynolds numbers even on coarse meshes, while SIM performs poorly 

for coarse meshes but produces accurate results for fine meshes is consistent with the findings in the case 

of a single immersed boundary in [195, 235, 236].  

Figure (4-9b) shows the contour plots of streamwise velocity and vortical structures of the flow 

using SPM when 𝑅𝑒 = 300 and the gap distance ∆= 2.5. SPM is able to simulate the wake flows and in 

this case displays better accuracy than SIM when both methods are employed on the same coarse grid.  
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4.2.3. Moving disk in a horizontal channel with high added mass effects 

When the density of the moving object is of the same order as the carrier flow, the added mass 

effect becomes important and necessitates implementation of fully coupled methods. In this section, a 

cylindrical disk that is free to move at 𝑅𝑒 = 400 is considered in a 2D channel. The ratio of density of 

solid to the flow is 𝜌𝑠 𝜌𝑓 = 1.5⁄  representing a case with potentially high added mass effect. The particle 

is placed at (6,6) in a channel of size 50 × 12 and is released at 𝑇 = 0 in a uniform flow in the entire 

channel including the boundaries. It starts to move due to the imposed flow to reach the final flow 

velocity. A third-order backward differencing scheme is used to update the particle velocity and its 

position. The scheme with variable time step size makes the time adaptive solution possible and therefore 

the efficiency of computations is managed with 𝐶𝐹𝐿 = 0.3. Two grid sizes are chosen to test the grid 

independency. The base grid spacing is 0.25 units and three and five levels of grid refinement are applied.  

The results, as displayed in Figure (4-10), show that at the start of the motion there is a transient 

in the particle motion where the relative velocity between particle and the flow is high. This leads to the 

highest drag force and as a result the particle acceleration is the highest and relaxes to zero when the 

particle eventually asymptotes to its final steady velocity. There is a discrepancy between the results from 

SPM and SIM for the particle velocity (Figure (4-10a)) in the transient period which occurs because SIM 

and SPM predict the drag force in different ways. SPM obtains a higher value for the drag force. The 

discrepancy decreases quickly and the final results approach each other. The history of the position of the 

particle (Figure (4-10b)) does not show a significant difference between two methods. Since the position 

of the particle is calculated by integrating the velocity and the initial discrepancy is short-lived, the final 

results of the particle position are in agreement.  

It is interesting to examine how SPM compares with SIM in terms of computational effort. The 

wall-clock time required for the particle to reach the end of channel is used to make the comparison 

between the two approaches. Each run was performed on a shared memory cluster on an eight core node 
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with 24 GB of memory. To reach the end of the channel (at non-dimensional time 𝑇 = 45.0) SIM needed 

1675s and 19181s for the coarse and fine grids respectively, while SPM required 950s and 6710s for the 

coarse and fine grids. This shows a significant reduction in the simulation time with SPM over SIM for 

the problem computed. . Note that  SPM [74, 75] solves two Poisson equations which should make it less 

efficient when a loosely coupled FSI formulation with only one subiteration is used. On the other hand, 

at low particle densities, when subiterations are used to make the solver implicit, SPM converges with 

fewer subiterations per time step than SIM. The average number of subiterations per time step for coarse 

and fine grids are respectively 12 and 14 for SIM and 6 and 7 for SPM. This is because of the inherent 

smoothing present in the SPM approach which makes it less sensitive than the SIM approach for FSI 

problems with strong added mass effects. Therefore, SPM in the implicit formulation presented here turns 

out to be less expensive for low particle density (high added mass) cases. 

For freely moving objects, even with the strongly coupled scheme the FSI simulation may 

become unstable at low solid to fluid density ratios, for reasonable values of time step size and relaxation 

factors. In the above case the critical solid density is found to be 0.009 for SPM and 0.025 for SIM 

showing that SPM is inherently more stable that SIM. The reason again is that the diffuse nature of the 

SPM mollifies the pressure fluctuations near the particle when compared to SIM [235]. Even with the 

strongly coupled FSI scheme such fluctuations can adversely impact stability of the FSI solver for very 

low solid densities, i.e. for very high added mass effects. 

 

4.2.4. Settling particle 

As a second, perhaps more challenging test case, the sedimentation of a cylindrical disk in an 

otherwise quiescent fluid is simulated. In this FSI problem, as in the previous moving particle in the 

horizontal channel, the motion of the particle is not forced but evolves as a response to flow solution. 

However the fluid motion is induced by the solid itself and therefore the coupling between the settling 

solid and fluid is more intimate in the present case. In confined domains, this intimate coupling leads to 
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a stronger added mass effect and thus more unstable solutions [91]. Thus, this problem provides a stronger 

assessment of the accuracy and robustness of different methods.  

Glowinski et al. [124] used a Lagrange multiplier fictitious domain approach in the context of 

finite elements to simulate the dropping disk problem defined as follows : A 2D 2 × 6 vertical channel 

with solid walls contains a cylindrical disk at (1,4) which is released and settles. The disk diameter is 

0.25 and 𝜌𝑠 = 1.5. The fluid viscosity is 𝜈 = 0.01 leading to maximum Reynolds number value of 300 

and Froude number of 0.588. The base grid size in 0.2 and is refined four times to reach the minimum 

grid size of 0.0125. 

As shown in Figure (4-11), the velocity calculated by SPM is at first slightly less than that 

obtained by Glowinski et al. but as the particle settles, it increases to reach agreement with their result. 

On the other hand, SIM at first predicts the drag better than SIM but under-predicts it at later time leading 

to a discrepancy; the grid for SIM is possibly not fine enough towards the high Re part of the motion. 

The history of particle position also shows that, for the resolution used, SPM is more accurate than SIM 

in predicting the position of the particle with time. It is notable that in this case, when no subiteration is 

used, namely with the semi-implicit approach, SIM diverges at very early time; however, SPM converges 

to a result that exhibits higher errors than the fully coupled SPM. Therefore the implicit smoothing present 

in SPM leads to a stabilization of the FSI calculations and the total error is comparable with SIM with 

subiteration. 

Figure (4-12) displays the contour plots of vorticity for the falling disk at T = 0.0625, T=0.1875 

and T = 0.3125. As the resulting particle velocity from SIM is higher than for SPM, the vorticity 

contours are different and the position of the particle is different for each method. Besides, the wake for 

SIM is more extended and shows higher vorticity values in comparison with SPM.  
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4.2.5. Elliptical particle pure rotation 

The above cases concerned spherical/cylindrical particles. To characterize the methods for cases 

where particle rotation comes in to play the dynamics of ellipses embedded in flows are studied. The first 

case involves an ellipse that is held fixed at its centroid but free to rotate due to forces exerted by an 

oncoming flow. An ellipse with major axis =2.5 and minor axis=0.7 is placed at (5.0, 5.0) in a channel 

of size 30.0 × 10.0 as shown in Figure (4-13a). The initial angle of the particle is 휃0 = 𝜋/4 with respect 

to the horizontal and it starts to rotate around its center in an initially uniform flow. Uniform velocity 

value of 1.0 is supplied to all boundaries except the outlet, where the zero gradient condition is applied. 

Minimum grid size ∆𝑥 = 0.083 is obtained by refining the base grid of size 0.3333 with two levels of 

refinement. The Reynolds number value is 100.0 which is based on the major diameter of the ellipse. 

The particle density is of the same order as the fluid density, leading to a strong added mass effect. 

Subiteration with Aitken acceleration is applied to make the coupling between solid and fluid strong. In 

this study 𝐶𝐹𝐿 = 0.2 and the particle starts to rotate from its initial angle to align itself with the flow. 

However, because of inertia, it overshoots the equilibrium position and oscillates back to the final 

equilibrium. Damping due to viscosity causes the particle to finally stop oscillating and reach the final 

horizontal condition. 

First, the high added mass effect due to low solid density 𝛾 = 𝜌𝑠 𝜌𝑓⁄ = 0.1 is considered to study 

the effect of order of the time integration scheme by using the first, second and third order backward 

differencing schemes for the rotational update. As shown in Figure (4-13), with increase of order of time 

integration, the stability increases. The first order scheme becomes unstable at 𝑇 ≅ 0.38 and the second 

order at 𝑇 ≅ 0.71. Only the third order scheme is stable during the whole range of simulation. Therefore, 

for the rest of study, the 3rd order BDF is always used for computing cases with particle rotation. 

Figure (4-14) shows contours of streamwise velocity and vorticity for 𝜌𝑠 = 1 after the particle 

reaches a quasi-steady state at 𝑇 = 10.0. The asymmetry in the vorticity contours arises at the start of the 

rotation; these vortical structures move downstream with the flow.  
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To see the impact of subiterations on this high added mass problem, three different cases are 

considered: one without subiteration, i.e. the semi-implicit method, the second with subiterations with a 

constant relaxation parameter and the third with Aitken acceleration of the subiteration process. Using a 

third order BDF scheme and 𝛾 = 𝜌𝑠 𝜌𝑓⁄ = 1.0, the dynamics of the ellipse is computed; the orientation 

of the ellipse with time is shown in Figure (4-15). The results show that in this case the subiteration 

approaches with and without Aitken acceleration yield identical results; however, use of Aitken relaxation 

accelerates the solution; in order to reach 𝑇 = 10.0, the simulation times were 137.83 CPU sec and 

171.11 CPU sec for the subiteration process with and without acceleration, respectively. When no 

subiteration is used, a discrepancy exists in the behavior of the ellipse which is small for the momentum 

but noticeable in the accumulated angular velocity and orientation behaviors. In the present case, the 

semi-implicit approach remains stable albeit deviating from the implicit solution. 

The effect of solid density on rotation of the ellipse is shown in Figure (4-16) for density ratios 

𝜌𝑠/𝜌𝑓 = 10−6, 0.1, 1, 10 and 100. Aitken acceleration is applied in order to relax the results at each 

subiteration. The minimum density ratio for which stable calculations were possible for the present 

problem is 10−6. As expected, with increase of density ratio the time to settle into a quasi-steady mode 

is delayed. Therefeore, particles with higher values of moment of inertia will reach a final orientation 

parallel to the flow later in time. When the density ratio is less than one, the observed behavior of the 

particle does not show significant differences as the solid density decreases. However, the current 

subiterative scheme works adequately for the entire range of density ratios for this problem. It is also 

noted that for 𝜌𝑠/𝜌𝑓 ≤ 1.0 , the simulation becomes unstable if a first order BDF is used in the integration 

of rotation variables. The third order BDF performs better than second-order BDF and reduces the 

computational time from 963.91s to 463.53s at 𝜌𝑠/𝜌𝑓 = 1.0; this is a result of reducing the average 

number of subiterations from 14 for the second-order BDF to 6 for the third order BDF. Thus, the order 

of the BDF approach for time-stepping has a significant impact on the efficiency and stability of the 

computations in such sensitive FSI cases. Therefore, a combination of strong coupling, Aitken relaxation 
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and third-order BDF scheme allows for extension of the FSI calculations in the high added mass regimes 

to very low values of 𝜌𝑠/𝜌𝑓. 

 

4.2.6. Motion of an elliptical particle in a channel  

Here the ability of the SPM approach to simulate the dynamics of an elliptical particle free to 

translate and rotate while interacting with the carrier fluid is studied. Using similar conditions as in the 

previous section for a rotating elliptical particle but for 𝜌𝑠 = 2.0, the domain has been expanded to 80.0 ×

15.0 for 𝑅𝑒 = 1000 based on the particle’s major diameter at the start of motion. The particle is released 

at 𝑡 = 0 and the uniform velocity of the flow leads to very strong forces on the particle at the start of the 

motion. Different grid sizes have been chosen for grid independence study with minimum grid size of 

∆𝑥 = 0.05, ∆𝑥 = 0.0313 and ∆𝑥 = 0.0186, which has been obtained by using a base cell size of 0.2, 

0.25 and 0.3 but with three, four and five levels of local mesh refinement, respectively.  

The snapshots of the particle rotation in time are displayed in Figure (4-17). The particle 

orientation finally settles down to the horizontal configuration. For more detailed study, the rotational 

motion of the particle is shown in Figure (4-18). The initial particle angle of attack is 𝜋/4 which results 

in asymmetric flow. This asymmetry will lead to a moment and also a lift force. While the lift force 

pushes the particle upward, the particle accelerates along the channel length.  

Translational motion in the channel shows two behaviors as represented in Figure (4-19): one is 

the streamwise displacement which follows close to a linear trend as the particle reaches the fluid velocity 

quickly due to its low density. The other is the drift from the center of the channel as is clearly observable 

in the lateral displacement, which is because of the lift at the start of the motion. The lift force becomes 

negligible after the particle almost reaches the flow velocity. The convergence of the particle orientation 

and position with grid refinement is shown in Figures (4-18) and (4-19). There is stronger convergence 

of the orientation angle and displacement along the y-direction than of the particle’s position in the y-

direction. Overall, the SPM algorithm with subiteration appears to be able to handle the motion of 
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particles in moderate Reynolds number flow in the presence of both translational and rotational degrees 

of freedom.  

For better clarification, a parametric study is done to observe the effect of particle density and 

the Reynolds number.  

 

4.2.6.1. Particle density effect 

 Similar conditions are implemented here for various particle densities to observe the motion of 

the elliptical particle in an initially uniform flow with 𝑅𝑒 = 100 with respect to major particle diameter. 

Due to differences in density, the particles would have different velocities in the channel. The simulation 

is performed till 𝑇 = 55.0 with time lapses of 𝑇 = 3.0 for writing the data. As shown in Figure (4-20), 

with increase of density, the delay in the translation of the particle causes the rotational motion to be more 

apparent at the start of the motion.  when the particle becomes more inertial, the characteristic time of the 

particle increases leading to an increase in the value of the Stokes number (𝑆𝑡 = 𝜏𝑝𝑢𝑓 𝑙𝑓⁄  where 𝜏𝑝is the 

particle relaxation time, and 𝑢𝑓 and 𝑙𝑓are the flow characteristics velocity and length). When the value of 

the particle Stokes number rises, the higher inertia of the particle leads to more independent particle 

motion from the flow and a lag in the motion.  

 The delay in the stream-wise direction of the flow is studied quantitatively in Figure (4-21a). 

However, in the counter stream-wise direction (Figure (4-21b)), there is not such a simple pattern. The 

drag force in the stream-wise particle velocity is significantly higher than the lift. Moreover, the lift force 

highly depends on the particle angle which as shown in Figure (4-22) does not show a straightforward 

dependency to the particle density. The dependency of both particle angle as well as the relative velocity 

has made the moments’ behavior complicated.   
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4.2.6.2. The Reynolds number effect  

 Considering the same case as the previous section, we change the particle Reynolds number for 

𝜌𝑝 = 1.0. The snapshots of the particle motion are shown in Figure (4-23) and the center of particle 

displacement results are displayed in Figure (4-24). It can be inferred from the results that with increase 

of the Reynolds number value, the particle stream-wise displacement would be higher as a result of faster 

approach to the final velocity. For the counter steam-wise displacement, the more the Reynolds number 

value, the more drift toward the upper wall.    

As can be seen in Figure (4-25a), when the Reynolds number value is low, the particle angle 

change is not significant. The reason is that in low Reynolds numbers, with characteristic of reaching the 

flow velocity very fast, the rotational moment will be very low (Figure (4-25b)). 

 

4.2.7. Motion of an ellipsoidal particle in a channel  

 An ellipsoid is placed in a 3D channel of size 60 × 15 × 15  with the initial angle of 

(0.0, 𝜋/4,0.0) from position (5.0,7.5,7.5). A uniform flow is applied on all of the side walls and at the 

entrance. The particle with 𝜌𝑝 = 1.0 and diameter of (2.5,0.7,2.5) starts to move when the simulation 

starts. The particle Reynolds number based on the major diameter of the particle at the start of the 

simulation is 100. Minimum grid size is 0.0625 and 𝐶𝐹𝐿 = 0.25. 

 The results are shown in Figure (4-26) for the stream-wise and counter stream-wise displacement 

of the particle and in Figure (4-27) for the particle angles. Due to symmetry the first two Euler parameters 

are almost zero during the entire simulation; thus, only two Euler parameters are shown. The resulted 

Euler angle also has been added.  

 

4.2.8. Investigation of a plunging airfoil 

 As another example of a flow at very high Reynolds numbers, in the section we describe a study 

of the flow over a plunging airfoil at 𝑅𝑒 = 10000 where the interaction of vortices with each other and 
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with the surface generates highly complex flow patterns. As the airfoil is oscillating, the unsteady motion 

of the airfoil adds to the complexity of the flow. The results of this study have numerous applications in 

nature and industry. For example, the flapping wings of a bird produces unsteady vortices that helps the 

animal generate enough lift to hold its height and give it the desired thrust to move forward [237-239]. 

The impact on the airfoil can be detrimental when flutters are induced or favorable when a lift force is 

generated [240].  

The study of vortex dynamics shows that the leading edge vortex (LEV), which is the strongest 

vortex generated from the body surface, has a great influence on aerodynamic characteristics. Moreover, 

the interaction of secondary vorticity generated from the airfoil surface determines the stability and 

strength of the LEV [241]. The unsteady motion of the body produces a lift which is specific to unsteady 

aerodynamics. Consequently, the study of LEV formation can illustrate several important features that 

helps us thoroughly understand the physics.  

While the formation of LEVs happens at the leading-edge of the airfoil, they appear with a delay. 

In a plunging or rotating airfoil, an adverse pressure gradient (APG) develops on the airfoil’s surface due 

to the flow dynamics [242]. A sufficiently high APG ejects the vorticity from the attached boundary layer 

leading to boundary layer roll-up and separation from the surface. If the vorticity flux continues to form 

at the shear layer of the leading-edge, LEV circulation increases. Thus, the LEV’s strength will increase 

and more interaction with the neighboring surfaces and vortices occurs. The interaction with the nearby 

surfaces leads to the production of secondary vorticity which is in the opposite direction to the LEV 

vorticity. The secondary vorticity will eventually detach the LEV from the surface [243-245] and 

gradually annihilates the vorticity flux of the shear layer [241].  

While, research in this area has been predominantly experimental, several simulations have been 

performed to explore the phenomena. For example, Lewin and Haj-Hariri [243] characterized the flow 

and the thrust at low Reynolds numbers for heaving airfoils in 2D. Visbal [244] studied the entrainment 

of secondary vorticity into an LEV using large eddy simulations. The main benefit of performing these 
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simulations is that many detailed insights that are not shown by experiment, are revealed by simulations. 

As an example, a simulation can show the distribution of stress and surface pressure which helps the 

study of vorticity production, thrust and lift forces. Consequently, this section describes the simulation 

for such cases.   

  In this part of the research we studied the DNS of LEV formation, stability and transition for a 

flow over an oscillating flat plat at 𝑅𝑒 = 10000. Because of the high computational cost of 3D 

simulations, only 2D simulations are performed. This does not affect the accuracy of the overall results 

significantly as the span of the plate (304.8 𝑚𝑚) is significantly greater than the cord length (76 𝑚𝑚). 

Moreover, as shown by Eslam Panah et al. [241] using a nominally 2D flat plate, the three dimensional 

vorticity fluxes are less important in comparison with the vorticity diffusion from the surface. Therefore, 

the 3D effects on a similar flat plate used in this research has a minimal effect in the flow characteristics. 

Instead, the transport of LEV and secondary vorticity control the LEV’s stability.  

The simulations are set up so that the results could be compared with Akkala [246] who studied 

an airfoil similar to Figure (4-28) with the chord length of 𝑐 = 76.2 𝑚𝑚  and a thickness of 𝑡 =

3.175 𝑚𝑚. In this 2D simulation we ignore the effect of span size of 𝑠 = 304.8 𝑚𝑚. 

Figure (4-29) shows the simulation domain and the initial position of the plate. The flat plate 

airfoil is located in a 9𝑐 × 6𝑐 channel and is subject to a uniform inlet velocity of water with 𝑈∞ =

0.13 𝑚/𝑠 at the inlet and the top and bottom walls. The reduced frequency is equal to 𝜅 =
𝜋𝑓𝑐

𝑈∞
=

𝜋

2
 and the 

Strouhal number to 𝑆𝑡 =
2𝑓ℎ0

𝑈∞
= 0.3. The flat plate airfoil has a prescribed sinusoidal oscillation in counter-

streamwise direction represented as  

ℎ = ℎ0sin (2𝜋𝑓𝑡)       (4-28) 

where ℎ0stands for motion amplitude, 𝑓 for frequency and 𝑡 for time. The velocity and acceleration of 

the airfoil will have the following relations 

ℎ = 2𝜋𝑓ℎ0cos (2𝜋𝑓𝑡)       (4-29) 
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ℎ = −(2𝜋𝑓)2ℎ0sin (2𝜋𝑓𝑡)      (4-30) 

We used the non-dimensional form of the equations based on Table (4-1). The main parameters 

are non-dimensionalized as  

  ℎ0
∗ =

ℎ0

𝑐
  

  𝑓∗ =
𝑓𝑈∞

𝑐
 

  𝑡∗ =
𝑡𝑐

𝑈∞
         (4-31) 

The relation 𝐶𝐿 =
2𝐿

𝜌𝑈∞
2 𝑐𝑠

 calculates the lift coefficient for 3D simulations, while in the 2D simulation the 

lift coefficient is calculated as 𝐶𝐿 =
2𝐿

𝜌𝑈∞
2 𝑐

 . Based on the reduced frequency, the frequency for the 

experiment is 𝑓 = 0.853 and in the non-dimensional form is 𝑓∗ = 0.5. 

To avoid sudden spikes at the start of the motion, at first the plate is fixed for one cycle (𝑇∗ = 2). 

After the boundary layer develops, it starts to oscillate with an amplitude equal to    

ℎ0
̅̅ ̅ = ℎ0 (1 − exp (−9.2 𝑡∗))      (4-32) 

The above exponential function saturates very fast and reaches 99% of ℎ0 in 𝑡∗ = 𝑇∗/4. Thus, it only can 

affect the first cycle of the motion.  

The minimum grid size ∆𝑥 = 7.8 × 10−4 is achieved by refining the base grid 0.025 five times. 

Moreover, CFL=0.35 and the strongly coupled solver is used to reach the final converged FSI solution.  

Figure (4-30) represents the vorticity results from SPM for one cycle. The results are for the 5th 

cycle from the start of the oscillation when the transient effects are negligible and they are compared with 

the experiment of Akkala [246]. Because of the PIV shadow affect, the experimental results for the bottom 

surface is not available. Therefore, this discussion only compares the top surface of the airfoil.  

At 휃 = 0°, when the plate is in the middle of its range and at its maximum downward velocity, 

LEV develops a substantial region of secondary vorticity. During the downward motion of the airfoil the 

LEV continues to grow and gains strength. However, when the airfoil approaches the bottom LEV starts 

to detach from the surface. During the upward motion of the flat plate, LEV is washed down the airfoil 
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and no new LEV is generated. The results show the overall good agreement between the SPM results and 

the experiment. 

The history of lift coefficient 𝐶𝐿 (Figure (4-31)) shows the sinusoidal behavior of  𝐶𝐿 with time. 

The phase average results from the experiment for a half cycle also has been added for comparison and 

it shows the overall agreement of the simulation with the experiments. The maximum 𝐶𝐿 with a small 

shift in the phase (oscillation angle) follows the oscillations of plate. The shift in the phase and even the 

amplitude of the motion could be explained using the Theodorsen theory which is based on the 

assumption of having an inviscid incompressible flow. Theodorsen Lift force for pure plunge is [247]:   

𝐶𝐿 =
𝜋

2
ℎ̈ + 2𝜋ℎ̇𝐶(𝜅)       (4-33) 

With the reduced frequency of 𝜅 =
𝜋

2
, the Theodorsen function value becomes 𝐶(𝜅) = 0.520 − 0.071 𝑖. 

Using the complex functions to represent the oscillations instead of sine function leads to  

ℎ̇ = 0.122𝑖𝑒𝑖5.36𝑡       (4-34) 

ℎ̈ = −0.654𝑒𝑖5.36𝑡       (4-35) 

 Substitution of Equation (4-34) and (4-35) into Equation (4-33) results in 

  𝐶𝐿 = (−4.22 + 2.94 𝑖)𝑒𝑖𝜋𝑡      (4-36) 

For better comparison, the results for the variation of 𝐶𝐿 with phase from the simulation, theory 

and the experiment [246] are compared in Figure (4-32). It shows that the results from the SPM simulation 

are very close to the experimental outcomes and the predictions of Theodorsen theory. Specially, all 

methods predict the phase shift in the maximum 𝐶𝐿 which is almost −0.39 (−22.3°). For the amplitude 

of 𝐶𝐿, the discrepancy between the Theodorsen theory and the experiment stems from the fact that the 

Theodorsen theory is based on inviscid flow. The difference between the simulation and the experiment 

is because SPM is more accurate for low and moderately high Reynolds numbers.  
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4.3. Conclusions 

This chapter investigated the applicability of the smoothed profile method to various FSI 

problems of the type that are encountered in particle-laden flows where the particles are resolved during 

the computations. Several cases were considered to study SPM in more challenging conditions than it has 

hitherto been applied, where the Reynolds number value is high enough that significant inertia effects 

exist, for wake flows and FSI problems with high added mass effect. The 2nd-order accurate SIM was 

used to compare the performance of and validate SPM.  

For flow over a cylinder at high Reynolds number values, SIM and SPM are shown to be capable 

of capturing the interplay between the boundary layer, the coherent structures in the wake and to 

adequately calculate the surface vorticity generation. Time histories of drag coefficient as an integrated 

variable are in agreement for SPM and SIM with the benchmark [233]. However, the resulting surface 

vorticity for SPM is lower than for SIM and the Lagrangian vortex method of [233]; since SPM is a 

diffuse interface method it does not capture the vorticity values on the surface with great fidelity. The 

deviation of SPM from the sharp methods increases as the Reynolds numbers increases even in moderate 

locally refined meshes at the solid surface.  

Use of SPM in vorticity-bearing far field flows was determined to be adequate as demonstrated 

in the study of two spheres where one of them is placed in the wake of the other. For lower Reynolds 

numbers, in fact SPM provides better accuracy on coarse grids in comparison with SIM. Furthermore, 

limitations imposed by the level set based ghost fluid implementation in SIM does not allow contact of 

the two particles, while SPM does not carry such a restriction. 

At low solid densities, when high added mass effects arise, use of fully coupled solution becomes 

necessary. In such cases, SPM is found to be more efficient as it needs fewer subiterations that SIM. 

Study of the rotational motion of particles, in particular of an ellipse free to rotate in an oncoming flow 

showed that higher order time integration schemes leads to better converged results. The role of Aitken 

acceleration on efficiency is decisive when subiterations are implemented in the implicit solutions. The 
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translational and rotational motion of an elliptical particle show the capability of the SPM to capture the 

complex motion of particles in the moderate Reynolds number range (0 <  𝑅𝑒 < 1000 ). Then, a 

parametric study is performed on tilted elliptical particles based on the particle density and particle 

Reynolds number. A delay to the particle motion in inertial particles and higher rotation rates at higher 

Reynolds number values were observed. 

Finally, we investigated the capability of SPM in prediction of the flow at 𝑅𝑒 = 104 for an airfoil 

subject to prescribed oscillation. The development of the leading edge and secondary vorticity for the 

moving boundary problem was studied and the lift coefficient results were compared with the Theodorsen 

lift force theory and the experiments. The results showed the overall agreement of all methods in 

prediction of lift coefficient.  

Overall, the current study shows that SPM can be used for particulate flows at high laminar 

Reynolds numbers and may be a more efficient choice that sharp interface schemes for 𝑅𝑒 ≪ 𝒪(104); 

for the cases tested, SPM provides more robust and accurate calculations for problems with low solid 

density values where high added mass effects can lead to instabilities.  

In the following chapter we extend our investigation toward more efficient simulations. First, we 

express the local mesh refinement technique to improve the efficiency. Next, we propose a new SPM 

formulation which has only one Poisson equation and finally, compare the efficiency of different models 

for different problems.  
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TABLES 

  

 

 

 

 

Table 4-1- The original and non-dimensional parameters used in this study. 

Variable Formulation Experiment Simulation 

Chord length 𝑐 0.0762 𝑐∗ = 1.0 

Amplitude ℎ0 0.0227 ℎ0
∗ = 0.3 

Inlet Velocity 𝑈∞ 0.13 1.0 

Time 𝑡 𝑡 𝑡∗ = 1.706𝑡 

Frequency 𝑓 =
𝑘𝑈∞

𝜋𝑐
 𝑓 = 0.865 𝑓∗ =

1

𝑇∗
= 0.5 

Lift Coefficient 𝐶𝐿 =
2𝐿

𝜌𝑈∞
2 𝑐𝑠

 5.06𝐿 2𝐿 
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FIGURES 

 

 

 
(a) 

 

 
(b) 

 
Figure 4-1- Comparison of time history of drag coefficient for flow over a stationary cylinder in an impulsively 

stating flow at (a) 𝑅𝑒 = 1000 and (b) 𝑅𝑒 = 9500 for different methods. 
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(a) 

 

 

 
(b) 

 

 
Figure 4-2- Comparison of time history of drag coefficient for flow over a stationary cylinder in an impulsively 

stating flow at (a) 𝑅𝑒 = 1000 and (b) 𝑅𝑒 = 9500 at different grid sizes. 
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Figure 4-3- Comparison of vorticity results for flow over a stationary cylinder at top) 𝑅𝑒 = 1000 and bottom) 

𝑅𝑒 = 9500 at 𝑇 = 6 for Left) SPM, Middle) SIM and Right) Koumoutsakos and Leonard. 
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                       (a)                                                  (b)                                                (c) 

 

 

 

 

   

                       (d)                                                  (e)                                                (f) 

 

 

 

Figure 4-4- Evolution of vorticity contours for impulsively started flow over cylinder at 𝑅𝑒 = 9500 using 

SPM at (a-f)  𝑇 = 1.0 to 𝑇 = 6.0 . 
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(a) 

 

 
(b) 

 

 

Figure 4-5- Comparison of surface vorticity results for flow over a stationary cylinder for 𝑅𝑒 = 1000 at (a) 

𝑇 = 1.0 and (b) 𝑇 = 3.0. 
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(a) 

 

 
(b) 

 
Figure 4-6- Comparison of surface vorticity results for flow over a stationary cylinder for 𝑅𝑒 = 9500 at (a) 

𝑇 = 1.8 and (b) 𝑇 = 5.0. 
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(a) 

 

 

 
(b) 

 

 

Figure 4-7- Effect of grid refinement on surface vorticity for flow over a cylinder for (a) 𝑅𝑒 = 1000 at 𝑇 =

3.0 and (b) Re=9500 at 𝑇 = 5.0. 
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(b) 

 
(c) 

 
Figure 4-8- (a) Comparison of the resulted drag coefficient of two spherical particles in a channel flow at  

𝑅𝑒 = 30. The second particle is located at different distances from the first one. The SPM Contour plots for 

𝑅𝑒 = 30 and  ∆= 1. (b) streamwise velocity and (c) vorticity. 
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(b) 

 

 

 
(c) 

 

Figure 4-9- (a) Comparison of the resulted drag coefficient of two spherical particles in a channel flow at 𝑅𝑒 =

300. The second particle is located at different distances from the first one. The SPM Contour plots for flow 

over sphere at Re = 300 and ∆= 2.5. (b) streamwise velocity and (c) vorticity. The view of the vortical 

structures is shown at a 30° rotation around the channel axis.  
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(a) 

 

 
(b) 

 

 

 
(c) 

 
Figure 4-10- (a) The schematic for a moving disk with 𝜌𝑠/𝜌𝑓 = 1.5 in a horizontal channel. (b) Variation of 

velocity with time (c) Position history. 
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(a) 

 

 
(b) 

 

Figure 4-11- Time history of (a) vertical velocity and (b) vertical position of a falling disk with  𝜌𝑠 𝜌𝑓 = 1.5⁄  

from SIM and SPM and comparison with Glowinski et al. 
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Figure 4-12- Contour plots of vorticity for a falling disk for (left) SPM and (right) SIM from top at 𝑇 =

0.0625, T=0.1875 and 𝑇 = 0.3125. 
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(a) 

 
(b) 

 

 
(c) 

 
Figure 4-13- Effect of time integration scheme on variation of angular velocity and angle with time for an 

ellipsoid with 휃0 = 𝜋/4 for 𝜌𝑠 = 0.1.  (a) The schematic of the problem. (b) Particle angle. c) Particle angular 

velocity. 

 

 

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

0 0.5 1 1.5 2

θ

T

First Order

Second Order

Third Order

-2

-1.5

-1

-0.5

0

0.5

0 0.5 1 1.5

ω

T

First Order

Second Order

Third Order



www.manaraa.com

109 

 

 

 
Figure 4-14- Contours of streamwise velocity and vorticity after reaching the final position for 𝜌𝑠 = 1 at 

T=10.0. 
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(a)  

(b)  

(c)  

 
Figure 4-15- Variation of (a) angle, (b) angular velocity and (c) moment with time for an ellipsoid with 휃0 =

𝜋/4 using different subiteration conditions for 𝜌𝑠 = 1.0. 
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Figure 4-16- Variation of angle with time for an ellipsoid with 휃0 = 𝜋/4 for different particle densities. 
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Figure 4-17- Snapshots of the particle rotation by time for 휃0 = 𝜋/4 with 𝜌𝑠 = 2. 

 

 

 
Figure 4-18- Variation of angle with time for a particle at 휃0 = 𝜋/4 and 𝜌𝑠 = 2 which moves freely in the 

channel. 
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(a) 

 

 
(b) 

 

 
Figure 4-19- Displacement of a particle for a particle at 휃0 = 𝜋/4 and 𝜌𝑠 = 2 which moves freely in the channel. 

(a) Stream-wise displacement; (b) Counter Stream-wise displacement. 
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(a)  𝜌𝑝 = 1 

 

(b)  𝜌𝑝 = 10 

 

(c)  𝜌𝑝 = 100 

 
 

 

(d)  𝜌𝑝 = 1000 

 

 

 
 

Figure 4-20- Snapshots of the particle motion for (a) 𝜌𝑝 = 1, (b) 𝜌𝑝 = 10, (c) 𝜌𝑝 = 100 and (d) 𝜌𝑝 = 1000. 

In (c) and (d), the zoomed view of the snapshot also is shown. 
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(a) 

 

 
(b) 

 
Figure 4-21- The displacement of an elliptical particle in (a) stream-wise (b) counter stream-wise direction at 

𝑅𝑒𝑝 = 100 and 휃0 = 𝜋/4. 
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(a) 

 

 
(b) 

 

Figure 4-22- (a) Rotation angle and (b) angular velocity of an elliptical particle at 𝑅𝑒𝑝 = 100 and 휃0 = 𝜋/4. 
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(a) 

 

 

 
(b) 

 

 

 
(c) 

 

Figure 4-23- Snapshots of the particle motion for (a) 𝑅𝑒𝑝 = 5, (b) 𝑅𝑒𝑝 = 50 and (c) 𝑅𝑒𝑝 = 200 for 𝜌𝑝 = 1 

and 휃0 = 𝜋/4. 
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(a) 

 

 
(b) 

 
Figure 4-24- The displacement of an elliptical particle in (a) stream-wise (b) counter stream-wise direction for 

𝜌𝑝 = 1.0 and 휃0 = 𝜋/4 at different Reynolds number. 
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(a) 

 

 

 
(b) 

 

 

Figure 4-25- (a) Rotation angle and (b) angular moment of an elliptical particle for  𝜌𝑝 = 1 and 휃0 = 𝜋/4 at 

different Reynolds numbers. 
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(a) 

 

 
(b) 

 

Figure 4-26- Displacement of an ellipsoidal particle with 𝜌𝑝 = 1, 𝑅𝑒0 = 100 and 휃0 = (0.0, 𝜋/4,0.0) in (a) 

stream-wise (b) counter stream-wise direction. 
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(a) 

 

 

 
(b) 

 

 

Figure 4-27- Time history of (a) Euler parameters and the (b) Euler angle of an ellipsoidal particle with 𝜌𝑝 =

1, 𝑅𝑒0 = 100 and 휃0 = (0.0, 𝜋/4,0.0). 
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Figure 4-28- The schematic of the simplified 2D airfoil shape. 

 

 

 

Figure 4-29- A depiction of the simulation domain showing the dimensions, boundaries and the location of 

the airfoil.   
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휃 = 0° 

    
휃 = 30° 

  
휃 = 60° 

  
휃 = 90° 

  
휃 = 140° 

 
 

 
Figure 4-30- Vorticity results for flow over an oscillating flat plate at 𝑅𝑒 = 10000 using SPM for different 

phases of oscillation. 
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휃 = 180° 

 
 

 

Figure 4-30 (continued)- Vorticity results for flow over an oscillating flat plate at 𝑅𝑒 = 10000 using SPM 

for different phases of oscillation. 

 

 

Figure 4-31- History of lift coefficient obtained from the experiment and SPM simulation for flow over an 

oscillating flat plate at 𝑅𝑒 = 10000. 
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Figure 4-32- Variation of lift coefficient with phase obtained from the experiment, simulation and theory for 

flow over an oscillating flat plate at 𝑅𝑒 = 10000. 
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CHAPTER 5 

 

EFFICIENCY OF SMOOTHED PROFILE METHOD 

 

As mentioned before, due to limitations of the current hardware for the simulation flows laden 

with multitude of finite size particles, it is very important to use an efficient model. The purpose of this 

chapter is to improve and quantify the efficiency of the smoothed profile method for cases with high 

added mass effect when use of implicit methods as strongly coupled schemes is inevitable. One 

improvement of the implicit subiterative scheme is use of Aitken acceleration, as described in chapter 

(4). The other way is use of the higher order schemes such as 3rd order BDF for the FSI (chapter (4)) 

which alleviates the requirement for extra number of subiteration.  

In this section at first the local mesh refinement (LMR) process for grid management is described 

first. Then, a new formulation for the SPM is proposed to increase the efficiency of the original SPM 

formulation. Finally, the efficiency of the two SPM versions are compared to SIM in order to determine 

the least expensive method.  

 

5.1. Local Mesh Refinement 

An octree-based local mesh refinement scheme is used to enhance resolution in flow regions 

containing vorticity concentrations as described in [248]. In these regions, adaptive mesh refinement is 

applied using an approach called forest of octrees [249, 250]. It is constructed by decomposing the domain 

into cells which are either base cells or leaf cells (parent vs. child). The base cells are geometrically 

uniform grid cells that span the whole computational domain. Wherever needed, each cell is allowed to 

divide recursively to reach the final fine cell size which is called leaf cells (Figure (5-1)). A pointer-based 

data structure facilitates handling the grid changes within each time step. The connectivity of the 
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neighboring cells is integer based and thus topological errors are avoided. All cells other than base cells 

are modified to satisfy the 1:1 or 2:1 size relation which means no neighboring cell is allowed to be 

coarser or finer by more than one level.  

The grid should evolve to preserve computational efficiency and accuracy through refinements 

based on the motion of the objects and the flow physics. Three different refinement criteria are considered 

[251]: 

Interface: A refinement at the interface and nearby area in which high velocity gradients typically 

exist due to solid object boundary conditions. This refinement is made not only at each time step, but also 

is used at the start of calculations before any flow solution. It is applied to a narrow band around the 

interface defined by |𝜓| < 𝑛Δ𝑥 in SIM, where 𝑛 is the number of base grid cells to which refinement will 

be applied. For SPM the band has a minimum and maximum indicator function of 휀 < 𝜑𝑖 < 1 − 휀.  휀 is 

a case-dependent variable with values very close to zero. For 𝑅𝑒 < 𝒪(100), where the interface is thick, 

휀 = 𝒪(0.01~0.1) and with increase of Reynolds number value, 휀 decreases.  

Velocity gradient: If the related velocity gradients in each cell are more than a certain threshold, 

the cell is marked to be refined. 

Vorticity gradient: If the 2nd-order central finite difference derivative of the velocity is greater 

than a certain threshold, that cell will be refined. 

In each time step the grid is checked for coarsening as well. If none of the specified criteria are 

satisfied, the grid is coarsened by replacing the eight leaf cells with the immediate parent cell. Then the 

2:1 and 1:1 size relation among the neighboring octants is checked and if required refinement is re-applied 

to satisfy the constraint.  

 The evolution of the grid for the flow over a cylinder that impulsively starts to move with 𝑅𝑒 =

9500  as described in section 4.2.1 is presented in Figure (5-2). At the start of the simulation the 

refinement is solely based on the interface (Figure (5-2a)). Then the mesh is refined according to vorticity 

and vorticity as well. The results are sensitive to the evolution of the adaptively refined grid with time. A 
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close-up view of the boundary layer is presented in Figures (5-2b) and (5-2c). The mesh is fine enough 

that the boundary layer is well resolved even for SPM as a diffuse interface approach.  

 To determine the effect of local mesh refinement on the efficiency of the code, the problem of 

flow over a stationary sphere at 𝑅𝑒 = 3 is considered. The channel size is 24 × 10 × 10 and a spherical 

diameter with 𝐷𝑝 = 1.0 is located at (8.0,5.0,5.0). The minimum grid size, ∆𝑥 = 0.075, is reached in 

two ways: by implementing a uniform grid of size 0.075 or by refining the grid twice from the base grid 

size of 0.3. The run is performed until 𝑇 = 15.0. The simulations are performed on the Helium cluster of 

the University of Iowa, on three 8-core nodes (24 cores) with 24 GB of memory. 

 The results do not show a notable difference on the drag coefficient and the contours, for example, 

for the uniform grid case 𝐶𝐷 = 11.67953 but the case with LMR has 𝐶𝐷 = 11.64328. However, the wall 

clock time of the simulation is significantly different. When no refinement is used 𝑡𝑟𝑢𝑛 =

1376.12 CPU sec  while with refinement 𝑡𝑟𝑢𝑛 = 11539.55 CPU sec, which is one order of magnitude 

longer. This stems from the fact that the number of cells is significantly different in the two approaches. 

With no refinement, there are 5781832 computational cells, while with refinement the number of cells 

increases from 274183 at the start of the calculations to 451878 at the end.  

 

5.2. Smoothed Profile Method with One Projection 

 The original algorithm of smoothed profile method as introduced by Nakayama and Yamamoto 

[74] has two projections: one projection is for the flow update and the other one is to add the effect of 

particles to the fluid. Before applying each projection, a Poisson equation should be solved for the 

pressure field. The Poisson equation solution time is the most expensive operation in the fractional steps 

method and can consume up to 90% of the computational time as reported in [69]. Consequently, if the 

SPM can be modified to have only one projection, it probably will lead to a huge saving in computational 

expenses.  
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 In this section we propose a new SPM formulation with one projection step (SPM1P) as opposed 

to the original two projection SPM (SPM2P). The difference is how to implement the forcing. In general 

for the continuous forcing approach, the forcing is added to the Navier Stokes equation as  

   
𝜕𝒖

𝜕𝑡
+ 𝒖 ∙ 𝛻𝒖 =  

1

𝑅𝑒
𝛻2𝑢 − 𝛻𝑝 + 𝒈 + 𝒇     (5-1) 

Here 𝒇 is the forcing, which in SPM2P is applied using the extra projection in the fractional steps method 

in the subiteration 𝑘 + 1. At the first state of SPM2P, the forcing is dropped. Then it is added by defining  

  𝒇𝑘+1 =
𝜑𝑖

𝑘(𝒙,𝑡)(𝒖𝑝
𝑘−𝒖∗)

∆𝑡𝑛+1
       (5-2) 

where 𝒖∗ in SPM2P is the provisional velocity obtained from the last step of the fractional steps method. 

Adding forcing to the equations is postponed until all steps of the fractional steps have been completed 

by ignoring the particles at first.  

 In the SPM1P formulation, the presence of particles is always considered as the forcing is not 

dropped in the first step of the fractional steps method. In the discrete formulation of SPM1P, the forcing 

is substituted in Equation (5-1) directly. Thus, the first step of the fractional steps method in the discrete 

form becomes: 

 
𝛼𝒖∗+∑ 𝛽𝑗𝒖𝑛−𝑗

𝐽−1
𝑗=0

∆𝑡𝑛+1
+ (𝒖 ∙ 𝛻𝒖)𝑛+1

𝑘 =
1

𝑅𝑒
𝛻2𝒖∗ − 𝛻𝑝𝑘 +

𝜑𝑘(𝒙,𝑡)(𝒖𝑝
𝑘−𝒖∗)

∆𝑡𝑛+1
 + 𝒈  (5-3)  

By separating the implicit and explicit parts we have: 

 [
𝛼

∆𝑡𝑛+1
+

𝜑𝑘(𝒙,𝑡)

∆𝑡𝑛+1
−

1

𝑅𝑒
𝛻2] 𝒖∗ = −

∑ 𝛽𝑗𝒖𝑛−𝑗
𝐽−1
𝑗=0

∆𝑡𝑛+1
− (𝒖 ∙ 𝛻𝒖)𝑛+1

𝑘 − 𝛻𝑝𝑘 +
𝜑𝑘(𝒙,𝑡)𝒖𝑝

𝑘

∆𝑡𝑛+1
 + 𝒈 

           (5-4) 

In the Equation (5-4), the term 
𝜑𝑘(𝒙,𝑡)𝒖𝑝

𝑘

∆𝑡𝑛+1
 on the right hand side of the equation uses 𝒖𝑝

𝑘 which is the last 

update from the previous subiteration as there in no calculated value in the present subiteration like 

SPM2P.  
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The algorithm of the SPM1P proceeds by calculating the particle variables using 𝒖∗ and then the 

rest of the general fractional step method as Equations (3-7) to (3-12). At the end, the particle field 

velocity is updated. In Figure (5-3), the concise algorithms of SPM1P and SPM2P are shown.  

SPM2P uses two different values of particle field velocity in each subiteration. The first time 

after the flow solution, 𝒖𝑝
𝑘 is used for calculating the forcing in order to find the forces on the particle, 

and the second time it is used in the second projection. On the other hand SPM1P at each subiteration 

only uses one value of 𝒖𝑝
𝑘 from the previous subiteration.   

 

5.3. Efficiency Study of SPM and SIM 

 To determine the most efficient numerical method of the available frameworks on pELAFINT3D, 

an efficiency study is conducted by measuring the time required to finish a simulation. SPM1P, SPM2P 

and SIM are compared for similar cases and identical grids as follows. In all of the cases the refinement 

criteria is 0.01 for both vorticity and vorticity gradient.  

The linear solver uses PETSc library [252] which implements Enhanced BiCGStab(L) (BCGSL) 

[253] and Geometric-algebraic multigrid (GAMG) [254] algorithms respectively for the Helmholtz and 

the pressure Poisson equations. The libraries are known to reduce the solution time significantly and are 

massively scalable in parallel. It is necessary to mention that solution time for the Helmholtz equation is 

significantly shorter than Poisson equation as the related Helmholtz equation linear solver matrix is 

diagonally dominated. Here, 𝜉𝑆𝑃𝑀1𝑃 = 1.3 𝜉𝑆𝑃𝑀2𝑃 is considered and the accuracy of the relation will be 

examined. Regarding the efficiency study, various cases were chosen and are represented as following: 

 

5.3.1. Explicit FSI solution of a fixed object 

 A stationary sphere located at (6.0,5.0,5.0) in a channel with 24.0 × 10.0 × 10.0 dimensions is 

subject to a uniform flow at all boundaries except the outflow (Figure (5-4a)). The diameter of the particle 
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is 𝐷𝑝 = 1.0 and 𝑅𝑒 = 50.0. The base grid line is 0.25 and different levels of local mesh refinement are 

applied in order to study different grids. The simulation is performed until 𝑇 = 20.0 when the steady 

condition is achieved.  Here 𝐶𝐹𝐿 = 0.2.  

First, the flow streamlines and vorticity contours of SPM1P at the cross section of the channel 

are presented in Figures (5-4b) and (5-4c). The results show the qualitative agreement with the experiment 

as the extension of wake, the recirculation zone behind the object and the generation of vorticity from the 

solid boundary is noticeable. Due to diffuse nature of the immersed boundary method, some of the 

streamlines can enter the particle where the value of 𝜑 is close to zero and thus the particle rigidity is not 

strictly satisfied. 

For quantitative comparison, the results of velocity and pressure on the channel’s major axis is 

shown in Figure (5-5). The place of the particle is represented with a box. The SPM and SIM outcomes 

are different, especially close to the sphere as the diffuse interface of the SPM results in deviation from 

the practical values of velocity and pressure. Moreover, the pressure spike in the SIM is mollified in SPM. 

Considering the solution of SIM as the correct result, the results of SPM1P are less accurate in comparison 

with SPM2P.  

The other validation is the grid independency study by considering the drag coefficient as the 

criterion (Figure (5-6)). Local mesh refinement based on the vorticity and vorticity gradient is employed 

to achieve the desired minimum grid size. While with grid refinement all methods approach an asymptotic 

value close to the experiment, the SPM methods are slightly more accurate than SIM. SIM underestimates 

the value of the drag coefficient but SPM1P and SPM2P overestimate it.  

To study the efficiency of the method, wall clock time is used to measure the time required to 

achieve the simulation. The running times are based on the simulations which were performed on the 

Helium cluster of the University of Iowa, on three 8-core nodes (total number of 24 cores) with 24 GB of 

memory. As shown in Figure (5-7), even though at coarse grids the running time of all methods are almost 

the same, with refinement of the grid, the differences among different methods becomes significant. SIM 
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is the fastest method for the simulation of flow over fixed boundaries. SPM1P is faster than SPM2P for 

these cases as it has only one pressure Poisson equation. However, SPM1P is slower than SIM even 

though SPM1P does not need level sets in order to generate the object and does not require extra 

interpolations like SIM. The longer running time for SPM1P stems from the fact that the resulted linear 

solver matrix from SIM is better conditioned in comparison with SPM1P.  

 

5.3.2. Implicit solver of the moving objects with low added mass effect 

When the density of the solid is significantly greater than the fluid, the added mass effect is low. 

In this section motion of a disk (2D circular cylinder) with 𝜌𝑝 = 20.0 in a horizontal channel is 

considered to neglect the high added mass effect. The particle with unit diameter starts moving in a 

channel 24 × 12 at 𝑅𝑒 = 10. We use an implicit solver for this problem. For a fair comparison, the 

simulation is performed until 𝑇 = 28.0 when all of the models show the particle is still in the channel.  

 Due to high density of the particle, the added mass effect is not significant. We use a fully implicit 

solver for this problem. For a fair comparison, the simulation is performed until 𝑇 = 28.0 when all of the 

models show the particle is still in the channel. Setting 𝐶𝐹𝐿 = 0.3, two to four levels of grid refinement 

are applied on the base grid sizes of 0.2, 0.25 and 0.3. The results are presented in Figure (5-7) and show 

that even though in coarse grids the speed of all methods are comparable, with grid refinement SPM1P 

becomes the fastest method in comparison to the other two methods. Even SPM2P is also faster than 

SIM. Consequently, for the fully coupled simulation of moving objects, SPM is faster than SIM. This is 

because the number of subiterations required to reach the convergence in each subiteration is different 

among the methods. For example, at ∆𝑥 = 0.025 the average number of subiterations are 7.72, 7.01 and 

8.16 for SPM1P, SPM2P and SIM, respectively. 
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5.3.3. Implicit solver of the moving objects with high added mass effect 

 When the density of the solid object is at the same order as the fluid or lower, the added mass 

effect becomes important. A standard case of Glowinski [124] for a dropping disk is considered to study 

a case with high added mass affect. A cylindrical particle (2D disk) with a density close to fluid i.e., 𝜌𝑝 =

1.5 is dropped in a stationary fluid and moves under gravity. The domain is a 2 × 6 2D channel and the 

initial location of the particle with 𝐷𝑝 = 0.25 is (1.0,4.0). The kinematic viscosity of the fluid is 𝜈 = 0.01 

and the results for different methods are shown in Figure (5-8).  

 The SPM1P and SPM2P results are very close to Glowinski’s [124] and are better than the SIM. 

SIM underestimates the value of the drag coefficient leading to higher velocities. Accordingly, the particle 

reaches the end of the channel earlier. For this reason the efficiency study is performed until T=0.35 when 

all models show the particle has not reached the bottom wall yet (Figure (5-9a)). SIM is the most 

expensive method in this case with high added mass effects, as the running time is significantly longer 

than SPM1P and SPM2P. This is because the average number of subiterations required to reach the 

converged solution is notably higher in SIM. The strongly coupled SIM converges more slowly than 

SPMs, as shown in Figure (5-9b). It is clear that the number of required subiterations has a key role in 

the running time of each method. SPM1P and SPM2P have almost the same average number of 

subiterations. Hence, their running times are all of the same order. Unlike the explicit algorithm, SPM1P 

is slightly faster than SPM2P even though the number of subiterations is greater for SPM1P. Unlike 

SPM2P, SPM1P has only one Poisson equation which leads to faster solution due to having only one 

Poisson equation.  

 

5.4. Conclusions 

 Local mesh refinement was implemented in the pELAFINT3D based on the interface, vorticity 

and vorticity gradient and shown to improve the efficiency of the simulation significantly. An efficiency 

study has been performed for different types of FSI problems using smoothed profile method (SPM) and 
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sharp interface method (SIM). At first the original formulation of SPM with two pressure Poisson 

equations (SPM2P) is modified by revising the formulation to an algorithm with only one pressure 

Poisson equation (SPM1P). This novel formulation is validated for several cases and is used for 

comparison alongside SPM2P and SIM for different types of flows.  

Study of flow over a fixed object reveals that if no subiteration is used, namely for a loosely 

coupled FSI, SIM becomes the fastest method. After SIM, SIPM1P is faster than SPM2P showing that 

the new formulation actually has made the SPM faster. Even though SPM1P solves only for one Poisson 

equation, the resulted linear solver matrix is stiffer in comparison with SIM. Therefore, SPM1P running 

time is not shorter than SIM when no subiteration is applied. 

When a subiterative scheme is applied, both SPMs become faster than SIM in cases with and 

without high added mass effect. The number of subiterations has a key role in efficiency of each method. 

SIM with a meaningful difference in the convergence rate has the highest number of subiterations, and 

consequently is the least efficient method. SPM1P for implicit cases is the fastest method and after it 

SPM2P is faster than SIM. These conditions are still valid for problems with high added mass effect. In 

overall, SPM is faster when a strongly coupled scheme is implemented and SIM is faster in loosely 

coupled schemes. SPM1P is more efficient and less accurate that SPM2P. 

 If a flow contains more than one particle, some other parameters become important such as data 

management of large ensembles of the particles and the particle-particle collision. We will discuss the 

perquisites for the simulation of flows containing several particles in the next chapter and test these 

parameters with some particle laden flows.  
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FIGURES 

 

 

 

Figure 5-1- A schematic of an octree subdivision in space and the base cell and leaf cell structure after the 

refinement [255].  
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(a) 

 
(b) 

 

    
(c) 

 
Figure 5-2- Evolution of the grid for impulsively started flow over cylinder using SPM at (a) 𝑇 = 0.0 (The 

interface refinement at the start of the simulation). (b) 𝑇 = 2.0 and (c) 𝑇 = 6.0 for 𝑅𝑒 = 9500. (Left) grid  

(Right) vorticity contours using SPM. 
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(a)       (b) 

 

Figure 5-3- A brief depiction of two versions of smoothed profile method. (a) SPM2P or the original SPM 

formulation with two projection and (b) SPM1P the modified SPM formulation with only one projection.  
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(a) 

 

 
(b) 

 

 

 

 
(c) 

 
Figure 5-4- Flow over a sphere at Re = 50. (a) The simulation domain. (b) and (c) The flow streamlines and 

vorticity contours on the cross section of the flow at the middle of the 3D channel.  
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(a) 

 

 
(b) 

 
Figure 5-5- Variation of (a) Streamwise velocity and (b) Pressure on the centerline of the channel for flow 

over sphere at Re = 50. 
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(a) 

 

 
 

(b) 

 

Figure 5-6- Simulation of flow over a stationary sphere at 𝑅𝑒 = 50.0. (a) The drag coefficient and (b) the 

running time.  

 

 

Figure 5-7- The running time for the simulation of a moving cylinder with 𝜌𝑝 = 20.0 at 𝑅𝑒 = 10. 
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(a) 

 

 
(b) 

 
Figure 5-8- Time history of (a) vertical velocity and (b) vertical position of a falling disk with  𝜌𝑠 𝜌𝑓 = 1.5⁄  

from SIM, SPM1P, SPM2P and comparison with Glowinski et al. 
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(a) 

 

 
(b) 

 

 
Figure 5-9- (a) Running time and (b) number of subiteration for a falling disk with  𝜌𝑠 𝜌𝑓 = 1.5⁄  from SIM, 

SPM1P and SPM2P. 
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CHAPTER 6 

 

 PARTICLE COLLISION 

 

When the number of particles is more than one, new effective parameters can change the flow 

physics. Particle-particle interaction and sometimes particle-wall interaction become important in flows 

containing large numbers of particle suspensions. This requires particle collision capturing methods in 

particle-laden flows. These flows appear in both nature and industry such as fog drops, blood, sediments, 

pharmaceutical processing, and fuel injection systems. While numerical study of these flows is 

challenging due to fluid-structure interaction of several particles with the carrier fluid, the interaction of 

particles with each other and with the enclosing surfaces adds to the complexity of the simulations.  

When two solid objects are very close in a Newtonian fluid, they cannot have physical contact if 

the surfaces are smooth [256]. For an actual collision between smooth surfaces, the fluid film between 

the two solids should rupture which is not possible in finite time within the limits of Navier-Stokes 

equations. In other word, based on classical lubrication theory, when the distance between two surface 

approaches zero, the lubrication force becomes singular. However, when surfaces are rough, the bumps 

of different objects can reach and van der Waals forces attract them [257]. The surface roughness related 

to the lipid bi-layer, the RBC membrane, is 𝒪(1𝑛𝑚) which is significantly lower than the cell size 

𝒪(1𝜇𝑚). Therefore, in this research surface roughness is ignored and the lubrication forces are valid.  

The straightforward approach for the numerical simulation of the collision is refinement of grid 

when the gap size is decreasing. In addition, the time step size should decrease to keep the 𝐶𝐹𝐿 number 

less than one. The consequence is a huge computational cost as the gap shrikes to a size several orders of 

magnitude than the original size [93]. It is evident that the calculation is very expensive and sometimes 



www.manaraa.com

144 

 

impossible to implement. Therefore, fluid-structure interaction study of a flow containing multitude of 

particles requires models capable of capturing the effect of particles of each individual particle.  

The literatures studying various collision models span very diverse approaches [258-262] and 

includes different approaches. One approach is the two fluid model which by considering the particles as 

a continuous phase requires empirical relations to couple the two phases [263]. The uncertainty of the 

empirical data related to most of the problems and also the non-physical nature of the modeling can result 

in high errors in this approach.  

The other approach, the Discrete Element Method (DEM) or Granular Dynamic (GD), directly 

calculates the motion of each individual particle [264] based on more realistic assumptions. However, 

when calculating the motion of the particles, the collisions become important as no material overlapping 

can happen due to mass conservation law. A collision can be among two or more particles at the same 

time or between a particle and a wall. The current collision models mostly include definition of case 

dependent parameters which can affect the results. Moreover, the modeling becomes challenging when 

the particles have non-spherical shapes. This includes particles with arbitrary shapes such as sediments 

and dust storms or particles with non-spherical standard shapes such as biconcave shape of red blood 

cells, or the cylindrical shape of fibers. Thus, this study presents a simplified collision model for handling 

the contact of spherical and non-spherical particles within large clusters. It shows an efficient and robust 

model with parameters easily obtainable from the flow and particle motion. 

DEM collision capturing methods are categorized in two groups: hard sphere and soft sphere 

models. The hard sphere model (HSM) is a solid-body collision model which is basically a particle binary 

and quasi instantaneous model that ignores carrier fluid at the time of collision. It means the particles 

velocities change instantly and without any dependency on time. HSM solves the integration format of 

the particles i.e., Newtonian motion equations used as conservation laws to determine post collision 

translational and rotational velocities [265]. A soft sphere model (SSM) instead is based on differential 

format of particle motion and conservation laws as the particles’ velocities and positions are updated in 
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time [266, 267]. Since SSM needs to track collision phenomenon at smaller length scales, time step size 

should be reduced dramatically. However, it is possible to reduce the material stiffness to avoid extra 

small time scales [268]. When the solid particles undergo plastic deformation, Elastic-plastic collision 

models are used [269, 270]. In the following we determine the important parameters in detail for the the 

wet collision based on SSM. No plastic deformation happens in this study. 

 

6.1. Collision Forces 

The simplest implementation of SSM obtains the collision forces by defining a repulsive potential 

for each particle. Glowinski et al [132] and also Wan & Turek [271] suggested that the collision force 

between two particles is proportional to the square of the amount of overlapping. The overlapping is a 

parameter representing how much the two particles are neighboring. A similar approach uses a Lenard-

Jones type potential to define a potential [74]. For example, Nakayama and Yamamoto [74], used a 

Lenard-Jones soft sphere potential for each particle as  

𝐸 = 0.4∑ ∑ [(
2𝑎

𝑑𝑖𝑗
)
12

− (
2𝑎

𝑑𝑖𝑗
)
6

] 휃 (2
7

6𝑎 − 𝑑𝑖𝑗)
𝑁−1
𝑗=𝑖+1

𝑁−1
𝑖=1    (6-1) 

where 휃(… ) is the step function and 𝑑𝑖𝑗 is the distance between two particles 𝑖 and 𝑗 which both have the 

diameter 𝑎. The force on particle 𝑖 is obtained from 𝐹 =
𝜕𝐸

𝜕𝑑𝑖𝑗
.   

Glowinski et al [132] suggested a repulsive by defining a force range. When two particles 𝑖 and 

𝑗 with radii 𝑅𝑖 and 𝑅𝑗 are close enough, an explicit force is added: 

𝐹𝑝 =
1

𝜖𝑝
(𝒙𝑖 − 𝒙𝑗)(𝑅𝑖 + 𝑅𝑗 + 𝜌 − 𝑑𝑖𝑗)

2
     (6-2) 

In the above equation, 𝜌 is the force range above which no repulsion happens. 𝒙𝑖 and 𝒙𝑗 are the particles 

centers and  𝜖𝑝 is the minimum stiffness parameter. The closer the particles, the more repulsion force will 

happen. The repulsion force for the particle-wall interaction is  

𝐹𝑤 =
1

𝜖𝑤
(𝒙𝑖 − 𝒙𝑖𝑗)(2𝑅𝑖 + 𝜌 − 𝑑𝑖𝑗)

2
     (6-3) 
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In Equation (6-3), subscript 𝑗 stands for an imaginary particle with a similar size located on the other side 

of the wall. The center to center line of the particles is perpendicular to the wall surface while the 

imaginary particle touches the wall surface.  

Even though the method is simple to implement, there exists several problems with it. Firstly, 

lack of physical reasoning for implementing the model can lead to unrealistic results [272]. While the 

method can prevent particles’ overlapping, it can enforce extra repulsion leading to unphysical results. 

Therefore, the accuracy of the results highly hinges on choosing case dependent parameters [91, 134, 

273]. Secondly, the method ignores energy dissipation due to material damping [272]. Thirdly, definition 

of potential for non-spherical shape particles can be difficult and limited to classical shapes such as 

ellipsoids [274].  

A common treatment in the particulate systems relies on modeling forces using some form of 

spring and potentially a type of damper. Several methods are suggested to find the spring system 

characteristics. One of the common methods defines the coefficients based on the particle’s solid structure 

characteristics. For the spherical particles Hertz theory defines the spring force as 𝑘𝐻𝑧𝛿
3 2⁄  where 𝛿 is the 

displacement [275-277]. 𝑘𝐻𝑧 is the Hertz spring constant obtained from the two particles material and 

geometrical properties. The Hertz theory as an elastic collision model agrees well with the experiments 

in dry collisions [275, 278, 279] but in a wet collision it neglects the viscous dissipation of energy. A 

dashpot can enforce the dissipation of energy during the collision to coincide the physical behavior. The 

damping coefficient of the dashpot is suggested to be proportional to some exponent of displacement  

[280, 281]. Even though the theory easily includes the solid object characteristics in the calculations, the 

implementation of the method to model wet collision can be inefficient even for spherical particles. This 

is because the time scales related to the actual solid contact mechanics is usually several orders of 

magnitude smaller than the fluid due to very high spring coefficient values [268].  

Decrease of spring coefficient avoids problem of time scale disparities s as it extends the collision 

time to a scale comparable to the flow scale. Consequently, the problem changes from high impulse 



www.manaraa.com

147 

 

collision in the short time to low impulse one in a long time while the momentum exchange is preserved. 

This preservation is very helpful as it does not change the problem in the large time scale in addition to 

the fact that the problem becomes practically solvable. However, the question becomes how to set the 

spring and dashpot variables to reach the actual physical behavior.  

Kempe and Fröhlich [272] proposed the adaptive collision model (ACM) by stretching the 

collision time to ten times of the flow solver time step size. The model inspired by a Hertz-like force 

definition for the spring, represents a second order ODE as the spring and dashpot system. Using each 

particle’s rebound velocity from the solid dry coefficient of restitution, the ODE coefficients were 

obtained from an iterative solver. When the gap between two particles is small the viscous forces become 

significant. Therefore, the lubrication model of Ladd [282] empowered the model to account for the non-

negligible viscous dissipation. By proposing an explicit formulation to find the ODE coefficient instead 

of an iterative approach, Ray et al [261] simplified the implementation of the ACM. Both approaches 

ignore the hydrodynamic forces on the particles when the particle is very close to the wall. To avoid the 

unphysical behaviors during the enduring contacts, Biegert et al [283] limited to neglecting of 

hydrodynamic forces by including a critical Stokes number below which the hydrodynamic forces should 

not be ignored.  

The idea of preservation of momentum exchange not only can help to increase the minimum time 

scale, it can also justify the implementation of a linear spring. When the velocity of the bounced particle 

is important and not the way this velocity is achieved, a linear ODE as harmonic damped oscillator can 

also represent the collision. This concept inspired Izard et al. [284] and Costa et al. [285] and to use the 

idea of adjusting the spring and dashpot based on the contact duration. As suggested by Costa et al. [285] 

obtaining the contact during from the flow time scale softens the collision and saves the computational 

cost significantly. A modified lubrication force can enforce the dissipation [285]. Applying the dissipation 

through the lubrication as the way used in [272, 284, 285] forces can be problematic in two ways. Firstly, 

the implementation of lubrication forces requires resolved grid at the places near the contact place which 
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reduces the efficiency of the simulation. Secondly, as shown in [283] the dissipation can depend on the 

lubrication gap thickness. Biegert et al. [283] could decrease the dependency on the lubrication gap by 

using higher order sub-stepping for the particle motion. To avoid the complications related to 

implementation of a lubrication model, this chapter offers two collision model with simplified definition 

of collision parameters to make the study of collision physics easier. With no implementation of 

lubrication forces, the new model leads to having robust results with no case dependent parameters. 

 

6.2. Collision of Non-Spherical Particles 

Study of particle collision becomes more challenging when the particles’ shapes are not spherical. 

Difficulties with studying these particles collision stems from the fact that finding the related collision 

parameters i.e. contact point and the collision forces is a tedious task. While for the spherical particles 

the contact point is located on the intersection of the particles’ interface and the center to center 

connecting line, for non-spherical objects the contact point location depends also on the orientation and 

the more complex geometry. Moreover, the collision forces depend on the amount of overlapping and 

reduced radius of curvature which is also more difficult to find when the particles do not have a spherical 

shape.  

When the particles have a classical shape e.g. ellipsoids and polygons, the geometrical features 

help finding the contact/collision point. There are several ways to find the collision point of the non-

spherical particles which mostly require an iterative approach to find the contact point [286-293]. For 

ellipsoids, the collision point can be defined as the midpoint of the intersection volume [294] which can 

lead to ill conditioned quadratic formulations [287]. Therefore, Lin and Ng [286, 295] considered the 

midpoints of the line connecting the surface of the two particles as the collision point. The connection 

line can connect the deepest part of each particle into the other one’s similar point [295, 296] or can be 

the points that the common normals of the two particles are located [286]. The collision point of the 

ellipsoids also could be obtained from the closest distance between two particles as described by [288, 
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297]. The method as an iterative approach sets up two balls inside each particle and tangent to the surface 

and updates the positions of the balls by sliding the balls to the intersection of the ellipsoids and the line 

connecting the ball centers. For the polygonal particles, Nezami et al. [289] used the common plane [290] 

between the particles to detect the collision point. Other contact point detection methods include other 

shapes e.g. polyhedrons [291, 292], superquadrics and hyperquadrics [293, 298], polar shapes [299] as 

well as “potential particles” [300, 301]. A potential particle forms the particles by defining a potential 

field which can morph from a sphere to cube. The resulted shape can have a shape of sphere, cube or a 

transition of sphere to cube. The method was extended to other classical shapes such as tetrahedral-

shaped, prism and rounded tetrahedral-shapes.  

For arbitrary particles, no special feature of the geometry can help to find the collision point. 

However, it is common to compose the particle from small geometric elements to form the particle. Thus, 

the original particle with arbitrary shape is a composite of the elements that are glued. The geometric 

elements can be spheres [302-309], cylinders [310] , ellipsoids  [311]  or a combination of several shapes 

[312]. The problem with combining different shapes is that the accuracy depends on the number of used 

elements. While fewer number of elements are easier and faster to form the final clumped geometry, the 

resulted surface will be rough and inaccurate and multiple collision points might be captured. To avoid 

this problem, recently use of “spherosimplices” for complex objects has gained popularity. 

Spherosimplices constructs the shapes by moving a cylinder or sphere over a frame named skeleton [313-

317]. The method is shown to be faster than the composed particle method. However, the generation of 

the shape becomes complicated for the complex objects especially in 3D as it depends on how accurate 

the shape of skeleton is set up. Moreover, the sharp edges will be smoothed because of using a cylinder 

or sphere to generate a shape. (Virtual space method) 

The other way to find the contact point of the arbitrary shape particles is to classify the simulation 

grid points into fluid and each individual particle. Wachs [127] implemented this concept by using a 

spatial algorithm to define the grid points in the context of fictitious domain method [318]. We believe 
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classification of grid point is the most general method in definition of arbitrary shape particles as no 

analytical representation will restrict the definition of the particles’ shapes. Moreover, finding the contact 

point which is a challenging task for non-spherical particles becomes easy.  

The method presented by Wachs [127] suggests a range for the spring/dashpot stiffness based on 

the problem and an initial estimation is required for the for their values . Moreover, the direction of normal 

forces needs to be defined clearly. To overcome the shortcoming of the current collision models, this 

study proposes two different soft collision model for the simulation of arbitrary shape particles by using 

a field variable to find the overlapping places. They helps us to avoid many difficulties related to finding 

the collision points, collision normals, local particle interface curvature and the amount of overlapping. 

Moreover, as non-iterative schemes, the methods save time in finding the collision parameters. Moreover, 

none of the methods need extra grid refinement at the collision places to find the lubrication forces.  

The first model uses a novel spring method for the collision which facilitates implementation of 

the model significantly. As the method uses a simplified spring model for the collision we call it SSCM 

(Simplified Spring Collision Model). A particle tagging system is also presented to conduct the model 

efficiently for high particle numbers. The method does not include any case dependent parameters and 

can handle any particle shape. The second model uses a pseudo pressure which acts like a potential to 

apply the collision forces and we call it PPCM (Pseudo Pressure Collision Model). The benefit of this 

model is simplicity and the efficiency and the disadvantage is necessity of implementing a case dependent 

parameter. 

 

6.3. Simplified Spring Collision Model (SSCM) 

The remedy to implementation of very small time scales is engaged with one interesting feature 

of the wet collisions. In fact, in a wet collision the material properties do not act as the dominant parameter  

because the collision depends mostly on flow properties represented by the Stokes number [319, 320], 
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𝑆𝑡 =
𝜌𝑝

9𝜌𝑓
𝑅𝑒𝑝, where 𝜌𝑝, 𝜌𝑓 and 𝑅𝑒𝑝 are particle and fluid densities and the particle’s relative Reynolds 

number. 𝑆𝑡 ≅ 10 is the critical Stokes number below which no rebound happens [319, 321] and the 

particle move as a group which is compatible with the experiments [322]. When 𝑆𝑡 > 500, the effect of 

fluid becomes negligible and dry collision models become applicable [321]. Having the correlation 

between the restitution coefficient, 𝑒 =
𝑢𝑜𝑢𝑡

𝑢𝑖𝑛
, and the Stokes number established, the question now is how 

the spring-dashpot constants should be defined for a general shape particles to that can calculate the 

rebound velocity correctly. 

The SSCM method starts with introducing a field variable i.e. overlapping function with values 

that vary like a potential based on the distance from the particle interface. The definition of the 

overlapping function depends on how the particles are defined. For arbitrary shapes the value of the 

particle level-set, the signed distance from the interface, can define the overlapping function. The 

overlapping function itself does not directly contribute to the collision forces; however, it helps with 

evaluating the forces. A cut off value for the overlapping function could be used because the far field grid 

points for each particle will not contribute to the calculations. One can also use a 𝑡𝑎𝑛ℎ profile of the 

normalized distance variable to lift the necessity of using a cut off: 

𝜓
𝑖
(𝒙, 𝑡) =

1

2
[tanh (

𝑑𝑖(𝒙,𝑡)

𝜉𝑖

) + 1]      (6-4) 

where 𝑑𝑖(𝒙, 𝑡) is the distance from the interface of particle 𝑖 and 𝜉𝑖 is the thickness of the interface that 

can be adjusted for each problem. We will discuss this variable later in results section. 𝜓
𝑖
 in Equation (6-

4), varies from zero outside the particle to one inside the particle. On the interface 𝜓
𝑖
= 0.5 and the 

transition between solid to fluid depends on the interface thickness. As the grid points far away from the 

interface do not contribute to the collision, use of a cut off value of 휀 for 𝜓𝑖 leads to a significant saving 

in the computational cost without affecting the collision forces. 
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For classical particle shapes the overlapping function could be defined in an easier way by using 

the analytical definition of the particle. For example, for an elliptical particle, a new distance function 

could be defined as   

𝑑𝑖(𝒙, 𝑡) = 1 − (
𝑥2

𝑎2 +
𝑦2

𝑏2 +
𝑧2

𝑐2)      (6-5) 

Then the total overlapping function is the linear summation of each particle’s overlapping function: 

𝜓(𝒙, 𝑡) = ∑ 𝜓𝑖
𝑁𝑝

𝑖=1
       (6-6) 

Here 𝑁𝑃 is the total number of particles. As long as the particles are far apart, their overlapping function 

fields does not overlap and 𝜓𝑖 = 𝜓  on the related grid point. When two particles are close, their 

overlapping functions overlaps. The amount of overlapping signifies how much the particles are close. 

At each node near the vicinity of the particle interface, the overlapping amount is 

𝑑𝜓𝑖𝑗(𝒙, 𝑡) = 𝜓 − 𝜓𝑖       (6-7) 

Where the index 𝑖𝑗 denotes the overlapping between particle 𝑖 and particle 𝑗. The volume of the region 

of overlapping is  

𝑉𝑐,𝑖𝑗 = ∫𝐻(𝑑𝜓𝑖𝑗) 𝑑𝑉       (6-8) 

Here 𝐻 is the step function. As we will discuss in the next section,  휀 has a small value close to zero. The 

coordinates of the center of collision then is measured as  

𝑿𝑐𝑝,𝑖𝑗 =
∫𝒙𝐻(𝑑𝜓𝑖𝑗)𝑑𝑉

𝑉𝑐,𝑖𝑗
       (6-9) 

The algorithm proceeds by calculating the normal vector field using the gradient of the particle 

overlapping function.  

𝒏𝑖(𝒙, 𝑡) =
∇𝜓𝑖

|∇𝜓𝑖|
        (6-10) 

Integration of the normal vector field on the overlapping region leads to finding the collision normal 

vector and the unit normal vector: 

𝑵𝑐𝑝,𝑖𝑗(𝑿𝑐𝑝,𝑖𝑗 , t) = ∫𝒏𝑖 𝐻(𝑑𝜓𝑖𝑗)𝑑𝑉     (6-11) 
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�̂�𝑐𝑝,𝑖𝑗(𝑿𝑐𝑝,𝑖𝑗 , 𝑡) =
𝑵𝑐𝑝,𝑖𝑗

‖𝑵𝑐𝑝,𝑖𝑗‖
      (6-12) 

The volume of overlapping region also signifies the amount of overlapping or the overlapping distance 

vector as  

𝜹𝑁,𝑖𝑗 = √𝑉𝑐,𝑖𝑗
3 �̂�𝑐𝑝,𝑖𝑗       (6-13) 

𝜹𝑁,𝑖𝑗 is the overlapping distance of the particle 𝑖 in proximity with the particle 𝑗.  

The next step is definition of a particle field velocity to determine a local velocity. For each 

particle, using the particle’s velocity and angular velocity the particle field velocity �̃�𝑖
𝑘+1 is defined as  

�̃�𝑖 (𝒙, 𝑡) = (𝑽𝑖 + 𝜴𝑖 × [𝒙 − 𝒙𝑖 (𝑡)])𝜓𝑖     (6-14) 

Then the relative particle field velocity is obtained: 

�̃�𝑖𝑗 (𝒙, 𝑡) = �̃�𝑖 − ∑ �̃�𝑗
𝑁𝑃
𝑗≠𝑖       (6-15) 

This definition becomes computationally intensive when the number of particles increases because it 

requires  𝑁𝑃(𝑁𝑃 − 1) operations. The remedy for this is definition of a total particle field velocity as  

�̃� (𝒙, 𝑡) = ∑ �̃�𝑖
𝑁𝑝

𝑖=1
       (6-16) 

Therefore, the relative particle field velocity becomes: 

�̃�𝑖𝑗 (𝒙, 𝑡) = �̃� − 2�̃�𝑖        (6-17)  

This definition is helpful in saving the computational time by reducing the number of operations to 2𝑁𝑃. 

Then the relative velocity between particle 𝑖 and particle 𝑗 at the collision point �̃�𝑖𝑗
𝑘+1(𝑿𝑐𝑝,𝑖𝑗, 𝑡) is used 

to define the Stokes number.  

𝑆𝑡𝑖𝑗 =
𝑚𝑖𝑗 �̃�𝑖𝑗(𝑿𝑐𝑝,𝑖𝑗,𝑡)

6𝜋𝜇𝑟𝑖𝑗
2        (6-18) 

In equation (6-18), 𝑚𝑖𝑗 = (
1

𝑚𝑖
+

1

𝑚𝑗
)
−1

is the reduced mass and 𝜇 is the carrier fluid’s viscosity. 𝑟𝑖𝑗 is the 

reduced radius obtained from the amplitude of curvature. Considering 𝜅𝑖 = ∇.𝒏𝑖(𝑿𝑐𝑝,𝑖𝑗 , 𝑡) as the local 
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curvature of particle 𝑖, in 2D the reduced radius is 𝑟𝑖𝑗 = (𝜅𝑖 + 𝜅𝑗)
−1

. In 3D 𝜅𝑖1 + 𝜅𝑖2 = ∇. 𝒏𝑖(𝑿𝑐𝑝,𝑖𝑗, 𝑡) 

and thus (𝑟𝑖𝑗 = 2(𝜅𝑖1+𝜅𝑖2 + 𝜅𝑗1 + 𝜅𝑗2)
−1

) is the reduced radius. 

The Stokes number helps to define the restitution coefficient. At low Stokes numbers, hardly any 

rebound happens. On the other hand, at very high Stokes number values the collision becomes a dry 

collision with wet restitution coefficient equal to one. Based on [323], the following correlation could be 

used to calculate the restitution coefficient 𝑒𝑖 for the entire range of the Stokes numbers: 

𝑒𝑖𝑗 = {

1 − 8.65𝑆𝑡𝑖𝑗
−0.75      for    𝑆𝑡𝑖𝑗 > 18

        0                        for     𝑆𝑡𝑖𝑗 ≤ 18

    (6-19) 

Then, the normal coefficient of restitution 𝑒𝑁,𝑖𝑗 and tangential coefficient of restitution 𝑒𝑇,𝑖𝑗 become: 

𝑒𝑁,𝑖𝑗 =
〈�̃�𝑖𝑗(𝑿𝑐𝑝,𝑖𝑗,𝑡).𝑵𝑐𝑝,𝑖𝑗〉

‖�̃�𝑖𝑗(𝑿𝑐𝑝,𝑖𝑗,t)‖
𝑒𝑖𝑗      (6-20) 

𝑒𝑇,𝑖𝑗 = √𝑒𝑖𝑗
2 − 𝑒𝑁,𝑖𝑗

2        (6-21) 

 

6.3.1. Normal component of the collision forces 

The collision force is applied by assuming a mass and spring system. The spring stiffness should 

stop the normal component of the particle motion in a course equal to the distance that the collision is 

detected and the physical particle interface. This distance is function of minimum cut off 휀 in Equation 

(6-4) which depends on the value of the interface thickness in Equation (6-8).  

Unlike other collision models, we do not consider any dashpot effect here. Therefore, all of the 

kinetic energy of the particle in the normal direction should be transformed to the spring potential energy 

within the collision course by 𝜎𝑖𝑗:  

1

2
𝑘𝑁,𝑖𝑗𝜎𝑖𝑗

2 =
1

2
𝑚𝑖𝑗 (�̃�𝑖𝑗(𝑿𝑐𝑝,𝑖𝑗 , 𝑡))

2
     (6-22) 

Consequently, the spring stiffness in the normal direction 𝑘𝑁,𝑖 is 
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𝑘𝑁,𝑖𝑗 = 𝑚𝑖𝑗 (
�̃�𝑖𝑗(𝑿𝑐𝑝,𝑖𝑗,𝑡)

𝜎𝑖𝑗
)

2

      (6-23) 

and the normal collision forces becomes 

𝑭𝑁,𝑖(𝑿𝑐𝑝,𝑖𝑗, 𝑡) = −𝑘𝑁,𝑖𝜹𝑁,𝑖𝑗      (6-24) 

We will discuss the effect of 𝜎𝑖𝑗 on the collision outcomes in the results. 

To include the damping effect based on the restitution coefficient it is very common to use a 

dashpot as a damper. However, implementation of a dashpot is engaged with the challenge of the 

definition of the spring stiffness and the damping coefficient [272]. A new approach is suggested here to 

overcome the difficulties related to implementation of a dashpot model. In this approach to consider the 

damping effect after the particle reaches the final collision course, the spring’s stiffness is reduced based 

on the normal restitution coefficient:  

𝑘𝑁,𝑖𝑗,𝑏 = 휀2𝑘𝑁,𝑖𝑗       (6-25) 

where 𝑘𝑁,𝑖𝑗,𝑏 is the spring stiffness during the bounce. The collision force as an external force is added 

to the forces applied to the particle in each time step until there is no overlapping between two particles. 

It should be mentioned that during the collision, 𝑘𝑁,𝑖𝑗 and 𝑘𝑁,𝑖𝑗,𝑏 remain unchanged while 𝜹𝑁,𝑖𝑗 changes 

at each time step. 

 

6.3.2. Tangential component of the collision forces 

The tangential component of the contact (friction) can happen in two modes. One mode is the 

rolling condition when no slip condition at the contact point in tangential direction is applied by assuming 

a zero relative velocity and using the static friction coefficient. The other mode, sliding motion, uses with 

kinetic friction coefficient to find tangential forces. Here we follow a scheme inspired by Biegert et al. 

[283] which chooses the friction coefficient based on the contact mode. At first, the vector in tangential 

direction of the collision forces is obtained by removing the normal component from the relative velocity: 

�̃�𝑖𝑗,𝑇(𝑿𝑐𝑝,𝑖𝑗 , 𝑡) = �̃�𝑖𝑗(𝑿𝑐𝑝,𝑖𝑗, t) − 〈�̃�𝑖𝑗(𝑿𝑐𝑝,𝑖𝑗, t). �̂�𝑐𝑝,𝑖〉�̂�𝑐𝑝,𝑖   (6-26) 
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Normalizing the tangential vector finds the unit tangential vector. 

�̂�𝑐𝑝,𝑖(𝑿𝑐𝑝,𝑖𝑗 , 𝑡
𝑘+1) =

�̃�𝑖𝑗,𝑇(𝑿𝑐𝑝,𝑖𝑗,𝑡)

‖�̃�𝑖𝑗,𝑇(𝑿𝑐𝑝,𝑖𝑗,t)‖
     (6-27) 

If   ‖�̃�𝑖𝑗(𝑿𝑐𝑝,𝑖𝑗 , t)‖ = 0 then    

�̂�𝑐𝑝,𝑖(1) = −�̂�𝑖(2) and  �̂�𝑐𝑝,𝑖(2) = �̂�𝑖(1)    (6-28) 

We use the static friction coefficient 𝜇𝑠 to find friction mode in the rolling regime. Having the 

normal forces form a soft collision model leads to a soft collision model in tangential direction too. For 

the no slip mode, the friction force equals the tangential component of the hydrodynamic forces. If the 

sliding happens  

𝑭𝑇,𝑖(𝑿𝑐𝑝,𝑖𝑗, t) = −𝜇𝑘  𝑭𝑁,𝑖(𝑿𝑐𝑝,𝑖𝑗, t)     (6-29) 

where 𝜇𝑘 is the kinetic friction coefficient. 

 

6.3.3. Data structure for colliding particles 

Due to the very high number of particles and need for binary collision, it is very important to 

manage the data efficiently to minimize the computational cost. In the following description, a system of 

data communication is proposed to study the collision of flows laden with several particles. The benefit 

of this system is that for each particle, it does not require checking the entire list of particles to find the 

potential collision parameters. The following algorithm is based on the assumption that no more than two 

particles’ overlapping functions occupy each grid point of the domain: 

1- Each particle is tagged with an ID number. The walls also are tagged with a value of zero. 

2- The reduced mass variable 𝑚𝑖𝑗 and a new field variable 𝑃𝑖𝑑 is declared for each grid point of the 

domain. 𝑃𝑖𝑑 or particle ID, is a two-dimensional array with the first argument representing the related 

cell and the second one with a size of two standing for ID number of the particle. These variables are 

applied to the grid points of the particle 𝑖 with 𝜓𝑖 > 휀. Here, for simplicity we do not include the first 

dimension related to the cells.  
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3- At first 𝑚𝑖𝑗 = ∞ and 𝑃𝑖𝑑 = −1 are set in the entire domain. Then, for the grid points nearby the 

walls 𝑃𝑖𝑑(1) = 0. 

4- For each particle, the values of 𝑃𝑖𝑑 in the cells with 𝜓𝑖 > 휀 is set to the particle ID number and 

also 𝑚𝑖𝑗 = 𝑚𝑖 . If 𝑃𝑖𝑑 ≠ −1 for the first index,  𝑃𝑖𝑑  of the second index is changed from −1 to the 

particle ID number. Moreover, for those cells, 𝑚𝑖𝑗 = (
1

𝑚𝑖
+

1

𝑚𝑗
)
−1

is used to update the reduced mass.  

5- Particles with 𝑃𝑖𝑑(2) ≠ −1 are in the process of collision and they are tagged to find the collision 

forces and moments. For these particles 𝑚𝑖𝑗 is obtained by using the data from grid points. 

 

6.4. Pseudo Pressure Collision Model (PPCM) 

The main problem of the SSCM is that since they are based on binary collision of many particles, 

it becomes so complicated when the number of particles increases to track the possible binary collisions. 

Therefore, still a more efficient collision model for arbitrary shape particles is still desirable. The Pseudo 

Pressure Collision Model (PPCM) like SSCM in sprit with SPM uses a field variable to find the possible 

collision spots and apply a repulsion force. In PPCM use of a field variable or the overlapping function, 

can suppress inclusion of complexities related to the extra parameters for non-symmetric shapes and 

bypass the requirement for the binary proximity check.  

Like SSCM, when two particles are in proximity 𝑑𝜓(𝒙, 𝑡) = 𝜓−𝜓𝑖 > 0. Since 𝜓 is defined 

based on a 𝑡𝑎𝑛ℎ function of distance to the interface, 𝑡𝑎𝑛ℎ−1 will lead to a distance showing the amount 

of overlapping: 

휂(𝒙, 𝑡) =
𝜉

2
𝑙𝑛 (

1+𝑑𝜓

1−𝑑𝜓
)         (6-30) 

The more overlapping, the higher values of 휂. The variable 휂 is a field variable with a length dimension. 

The total overlapping distance is obtained by integrating 휂(𝒙, 𝑡): 

𝛿 = ∫휂(𝒙, 𝑡)𝑑𝑥         (6-31) 
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Hence, a repulsion pressure is added to the field pressure as  

𝑝𝑟 = {
  0             𝑓𝑜𝑟 𝜌 > 𝛿

 
휀𝑃𝛿2         𝑓𝑜𝑟 𝛿 > 𝜌

        (6-32) 

In the above equation, 𝑝𝑟 is the repulsion pressure that is added to the field pressure temporarily to add 

the effect of other particles and 휀𝑃 is the stiffness parameter which depends on each case condition. 𝜌 is 

the distance threshold above which no repulsion force is applied.  

 In order to add a repulsion force using the overlapping function, a temporary pressure variable is 

defined by adding the resulted particle repulsion pressure and the flow pressure. Then by using the 

projection step as Equation (3-8), the resulted temporary provisional velocity is used to find the particle 

forces as Equations (3-22) and (3-23). By saving the original values of velocity and pressure, the repulsion 

force only acts as an external force since it does not directly change the velocity and pressure fields. In 

this way, the deviation from physics and also calculation instabilities are avoided.  

The main benefit of the above equation is that it does not need to check all particles one by one 

to find the overlapping pair particles. Since 𝜓 is a field variable, it is defined in the whole domain and 

the overlapping places will be automatically captured and the repulsion pressure is applied. Moreover, 

PPCM does not need to directly find the collision contact point. In order to consider the wall collision, a 

similar overlapping function for the wall can be defined to apply repulsion whenever, the overlapping 

function of the wall overlap’s the one from the particle.  

PPCM unlike SSCM cannot model the tangential component of the collision and therefore, the 

collisions are frictionless. Moreover, the method contains a case dependent parameter 휀𝑃  which 

sometimes can be challenging to define.  

 

6.5. Results 

In this section at first the collision models are validated and then the capability of each model are 

presented in details. 
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6.5.1. Results for simplified spring collision model 

In this section at first the collision model is validated by comparison with the experimental results 

for a particle wall collision. Then, the robustness of the method is studied for various cases of non-

spherical particles including in collisions with friction and without friction and finally, the model is tested 

for the simulation of many particles. 

 

6.5.1.1. Validation: particle-wall collision 

In order to validate the method for the collision with a stationary wall, the experimental results 

of Gondret et al. [1] which were also implemented later in [283, 285] is used. A spherical particle made 

of steel with 𝑑𝑝 = 3 𝑚𝑚,  𝜌𝑝 = 7800 𝑘𝑔/𝑚3, 𝜈 = 0.3 and 𝐸 = 2.4 × 1011 is released for a free fall in 

silicon oil RV10 with 𝜇 = 0.01 𝑃𝑎. 𝑠 and 𝜌𝑓 = 935 𝑘𝑔/𝑚3. Here, 𝑑𝑝 , 𝜌𝑝 , 𝜈, 𝐸 are respectively solid 

particle’s diameter, density, Poisson’s ratio, and Young modulus. 𝜌𝑓 and 𝜇 are the fluid’s density and 

viscosity. The simulation is performed in non-dimensional form by normalizing the distance with the 

particle diameter and the non-dimensional parameters 𝑅𝑒 = 164, 𝐹𝑟 = 11.8 and 𝛾 = 𝜌𝑝 𝜌𝑓 = 8.342⁄ . 

The simulation is made in a 10 × 10 × 10 domain with different minimum grid sizes to study the effect 

of grid refinement. The cut off value for the overlapping function is set to 10% of the particle diameter. 

Consequently, when a particle approaches the wall, the course of deceleration is 𝜎 = 0.1. 

The particle starts to fall and reaches the final steady velocity before hitting the wall. It starts 

bouncing and losing the kinetic energy and finally it stays on the wall motionless. The very low or zero 

spring stiffness values related to the final stage of the collision means that the particle may not have 

enough collision force to hold it over the wall after ultimate reduction of spring coefficient. This happens 

when the bouncing height is so low that the particle cannot escape the area of overlapping. Therefore, the 

spring coefficient is not updated to higher values related to the next bounce as it still has the low bounce 

spring coefficient value. To avoid penetration of the particle to the wall in these cases, an extra upward 

force equal to negative of weight is applied.  
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The results are presented in Figure (6-1) and they show the overall agreement of the method with 

the experiment. Moreover, the independency of the results from the grid also is approved. There is a small 

discrepancy among the current results and the experiment which is more noticeable in the velocity after 

the second collision. The maximum velocity just after the collision is smaller in the simulation than the 

experiment. The reason is that the soft collision model transforms the actual collision to a softer collision 

which smoothes the sudden changes in the velocity. However, it is not apparent in the first collision 

because of the short duration of collision at high impact velocity which results in a harder collision. 

Consequently, the discrepancy grows in the subsequent collisions with diminution of the impact velocity 

and longer collision durations. Moreover, the accumulation of errors by time also is the other reason for 

increase in the discrepancy. 

 

6.5.1.2. Effect of collision course 

In the presented Simplified Spring Collision Method, the collision course is the only parameter 

that is not defined. We defined the collision course, 𝜎 , as the distance between the point with 

𝑑𝜓𝑖(𝒙, 𝑡)|𝑐𝑢𝑡 𝑜𝑓𝑓 = 휀 and the particle interface. This section studies the dependency of the results to 𝜎. 

A problem like the one in section 6.5.1.1 is considered but with different collision courses (Figure (6-2)). 

The results are related to minimum grid size of  Δ𝑥 = 0.075 and 𝐶𝐹𝐿 = 0.25.  

For 𝜎 = 0.3, the error related to the simulation is not significant as it is mostly limited to the 

instants of impact. After the collision .i.e. when particle leaves the overlapping region, it reaches the 

actual path and the error is partially compensated. Variation of height with time for the first collision of 

the particle is represented in Figure (6-2c) for the particle using different collision courses. When 𝜎 =

0.3, the particle does not reach the wall completely leading to emerge of the related error. 

For 𝜎 = 0.05, the difference between the simulation and experiment becomes noteworthy by 

showing a higher restitution coefficient for the collision. In this case, the collision duration is so short 
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that the simulation becomes sensitive to the small errors. As it could be observed in Figure (6-2c), even 

though the particle path is very close to the experiment, after the collision it bounces with higher velocity.  

 

6.5.1.3. Collision of an elliptical particle with a frictionless wall 

When a particle is not spherical, the rotation becomes important even if the walls are frictionless. 

Here, we consider collision of a free-falling ellipse on a frictionless wall.  The ellipse with 𝐷𝑝 = (2.0,0.5) 

and  𝜌𝑝 𝜌𝑓 = 10⁄  is located at (5.0,7.0) in a 10 × 10 channel with four no-slip walls. The particle is 

released and settled under the gravity. At Froude number 𝐹𝑟 = 0.51, two Reynolds numbers of 𝑅𝑒 = 20 

and 𝑅𝑒 = 2000 are studies respectively. The final Reynolds and Froude numbers are measured with 

respect to the major diameter. The initial angle of the particle is 휃 = 𝜋 4⁄  with respect to the horizontal 

wall. Due to high asymmetry of the problem, the particle should start to rotate after the start of motion. 

However, to avoid more complexities, the rotational motion of the particle is restricted until the collision 

time. Moreover, during this time the particle is set to move with a unit vertical downward velocity. The 

minimum grid size is ∆𝑥 = 0.0375 and 𝐶𝐹𝐿 = 0.2. 

Figure (6-3) shows the sequence of the particle position in the channel. Due to the tilted 

placement of the particle at the time of impact, the particle reaches the wall on its sharp edge. Then it 

bounces slightly and rotates towards the final position of the particle with minimum gravitational potential 

on the flat side of the particle.  

Figure (6-4) represents the time history of the particle kinematical variables. It is clear from 

Figures (6-3) and (6-4) that at 𝑅𝑒 = 20 after the impact of the particle with wall and a small vertical 

bounce, the particle settles down to the final vertical position very fast. This is because of the high 

dissipation at low Reynolds number. The other hand, the particle continues its motion in the horizontal 

direction by sliding over the frictionless wall after gaining a horizontal momentum. This momentum 

damps due to dissipation in the fluid. At 𝑅𝑒 = 2000, the lower dissipation of enery leads a number of 

subsequent collisions after the first collision as well as a horizontal motion in the other direction.  
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6.5.1.4. Tangential collision model 

To validate the tangential collision model, we study a case similar to Biegert et al. [283]. A sphere 

with 𝐷𝑝 = 0.125 and 𝜌𝑝 𝜌𝑓 = 2.5⁄  is exposed to a linear shear flow in a 1 × 1 × 1 domain. Two cases 

in different fluids with 𝜈 = 0.1 and 𝜈 = 0.02 are considered. The top wall is driven by with 𝑢𝑤 = 1 

leading to 𝑅𝑒𝑤 = 10  and 𝑅𝑒𝑤 = 50 . Considering 𝑔 = 9.81  and the static and dynamic friction 

coefficient as 𝜇𝑠 = 0.8 and 𝜇𝑘 = 0.15, the particle will be subject to rolling condition [283]. This friction 

coefficients are related to silicate materials. The linear velocity profile in the domain varies with height 

and is applied to all boundaries except the outlet which satisfies the condition of zero gradient for the 

variables. The particle is placed on the bottom wall. A minimum grid size of 0.05 is considered with 

𝐶𝐹𝐿 = 0.5.  

The particle is placed on the wall and with the start of the simulation the collision is detected. It 

is held for 𝑇 =
𝑡𝑢𝑤

𝐻
= 0.01 𝑠 for the flow to develop slightly and avoid the spikes in the forces at the start 

of the simulation. Then the particle is released leading to acceleration and motion to reach the steady 

condition. We compared our results with Biegert et al. [283] in Figure (6-5). It shows that at similar to 

Biegert et al. [283], at 𝑅𝑒𝑤 = 10 the translational velocity (𝑈) is more than the rolling velocity (𝑅𝑖𝑤𝑖); 

however, they are similar at 𝑅𝑒𝑤 = 50 which is not shown in the graph. While the results are very similar, 

there is a small discrepancy which is probably because of using a different diffuse interface solver.  

 

6.5.1.5. Collision of rectangular particle with wall 

To study the effect of tangential part of the collision in this section we consider a rectangular 

block of copper with 2 × 0.5 dimensions standing vertically on a wall. We consider the bottom wall in 

two situations: one case without friction and the other one with static and dynamic friction coefficients 

similar to copper on steel friction i.e.  𝜇𝑠 = 0.53 and  𝜇𝑘 = 0.36. A uniform unit velocity is applied for 

the input and the top wall in the x direction and the bottom wall no slip boundary condition. The particle 
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is located vertically at (3,1) in a 15 × 6 channel. With 𝜌𝑝 𝜌𝑓 = 8.96⁄ , 𝑅𝑒 =
𝑈∞𝐿

𝜈
= 100 and 𝐹𝑟 =

𝑈∞
2

𝑔𝐿
=

0.102 related to 𝜈 = 0.01, 𝑔 = 9.81 and 𝐿 as the average dimension of the rectangle. The rectangle is 

fixed at first until 𝑇 = 0.1 to have the flow developed over the particle and avoid a sudden spike in force 

at the start of the simulation. 

The sequence of particle motion is shown in Figure (6-6) for both friction and frictionless 

collisions. Figures (6-7) and (6-8) display the quantitative variation in particle’s motion for the two cases. 

With friction, the particle shows a limited motion which leads to a final stop at about 𝑇~2.2. Without 

friction, the particle continues to move to reach the end of the channel with a steady velocity of 

𝑢𝑓𝑖𝑛𝑎𝑙~0.56. Even though the contact is frictionless, the particle does not reach the freestream velocity 

because of the boundary layer on the wall. Moreover, the particle is losing momentum by time as it has 

less flow blockage in comparison with the start of the motion. 

 The differences between the two cases is not limited to the translational motions as the two 

particles have different rotational motions. With friction, the particle pivots around the front collision 

point and rotates until it contacts the wall on the length and becomes stable. On the other hand, without 

friction, the particle is free to rotate around any of the bottom edges. Therefore, when the applied moment 

on the particle is positive due to more blockage of the flow on the bottom, the particle rotates on the other 

direction leading a positive angular velocity. However, for both cases the rotation is restricted because 

after the particle reaches the long edge, the stabilizing effect of the weight does not allow to particle to 

rotate more.  

The history of variation of angle is studied in Figures (6-6) to (6-9) and it shows when the wall 

is frictionless, the particle rotates on clockwise direction leading to negative angular velocities. This is 

because of the more blockage of the flow on the bottom region of the particle. However, when the particle, 

has friction, the tangential force causes the particle to pivot on the contact point leading to a positive 

angle with some fluctuations when the particle hits the wall on its new position.  
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Figures (6-10) and (6-11) display the contour plots of vorticity for the frictionless and frictional 

collision at different time instants. The evolution of vorticity from the tip of the rectangle is noticeable 

which in the case of the frictionless collision is attached to the tip and moves with the flow and the 

particle. For the frictional collision, it detaches the tip due to fast downward motion while another 

vorticity is generated on the other side of the particle. 

 

6.5.2. Results for pseudo pressure collision model  

Several of 2D and 3D cases are considered to study the PPCM in the context of SPM. For better 

comparison, the sharp interface method (SIM) with a repulsion force as defined in Equation (6-2) is 

defined. The diffuse interface of SPM causes the velocity fields near the interface be slightly different 

from the real value. Additionally, the particle pressure in SPM which is applied to consider the rigidity 

of the particle leads to a repulsion force which is intrinsic for SPM. Accordingly, it is expected that new 

collision model be different from Equation (6-2) if implemented with SIM. To investigate further, another 

case also is considered which is SPM but instead of the analytical equation for definition of the particles’ 

shapes, like SIM level set method is implemented with a repulsion force as Equation (6-2) (we call it 

SPMLS).   

 

6.5.2.1. Two moving circular cylinders at 𝑹𝒆 = 𝟐𝟎 

Two stationary particles are considered to start moving impulsively in a uniform flow at 𝑇 = 0.0. 

When the particles start moving, the second particle is always in the wake of the first one. Hence, the 

second particle will have less velocity and collision happens. A 2D channel of size 32 × 10 is considered 

with two particles located at (4,5) and (6,5), namely the distance between two particles is 2.0. As the 

particles are at the centerline of the channel, the only reason to deviate from the centerline is instability 

due to numerical truncation error. The particles have diameters of one and the uniform velocity flow 

enters the channel from all boundaries except the outlet which has the zero gradient velocity. The base 
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grid size is 0.3333 but it refines two time based on the vorticity and vorticity gradient to have 12 grid 

points across the particles. The fluid to solid density ratio is 10.0 and the collision parameters in Equation 

(6-2) are 𝜖𝑝 = 0.001 and 𝜌 = 0.12. For SPM simulation with analytical shape definition, the Equation 

(6-32) is used by 휀𝑃 = 0.3 for 𝑅𝑒 = 20. 

When the particles are able to rotate and one particle is at the wake of the other one, like the case 

of drafting, kissing, tumbling (DKT) [125, 200, 324], after the collision both particles drift from centerline 

toward the wall. Our experience with the current case is similar. Hence, we at first did not consider the 

rotation to make the study purely based on collision and avoid instabilities. The distance between two 

particles and the relative velocity among them are shown in Figure (6-12). The collision occurs when the 

relative velocity changes sign from positive to negative. At this low 𝑅𝑒 flow, the maximum relative 

velocity is about 0.11 and thus, 𝑆𝑡~5 < 10 it is expected that the particles stick together and continue 

the motion with almost the same velocity. At the start of motion, the distance between two particles at 

first decrease at the same rate. Considering contact point as the minimum center to center distant of the 

two particles, the contact happens at 𝑇 = 12.71, 12.82 and 14.83 at a minimum distance of 1.056, 

1.036 and 1.027 for SIM, SPMLS and SPM. One reason for the late contact of the particles in SPMLS 

and SPM is that the particles need more time to reach the minimum distance as the minimum distance is 

smaller for SPM and SPMLS in comparison with SIM. The more important reason is that SPM, which 

has a diffuse interface and uses a different collision model, is affected by particle pressure to impose the 

rigidity of the solid. This pressure is prominent when the two particles’ interfaces are thicker at low 𝑅𝑒 

causing the discrepancy.  

After the collision, there is a very small bounce in all models and they show damping behavior 

before reaching the final velocity. SPMLS and SIM which use the same collision model obey almost the 

same pattern. However, SPMLS shows a higher bounce after the collision and less damping. On the other 

hand, SPM shows the greatest amount of damping which is very close to the experiment. Therefore, it 

can be inferred that by using a same collision model, there would be less energy damping in SPMLS in 
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comparison with SPM which shows the highest amount of damping because of the new collision 

capturing method. SPM with the set up parameters shows a smoother collision than SPMLS. The final 

center to center distance of the particles are approximately1.10, 1.10 and 1.09 for SIM, SPMLS and 

SPM, respectively showing the co-moving translation of the particles after the collision.  

Figure (6-13) displays the effect of mesh refinement on the behavior of the new collision model. 

The distance between two particles and the relative velocity varies almost the same way for different 

grids. With grid refinement there is a same trend toward the finest grid results. At coarse grids the diffuse 

interface of SPM is thicker, thus collision becomes smoother and higher energy damping happens before 

the first collision. It is necessary to mention that the overlapping function in all grids are identical; 

however, it is the effect of SPM interface to smooth the collision in coarse grids.  

After collision, there is less bounce for finer grids. Since no ricochet is expected, the results of 

all grids agree with the experiment but the after collision distance between the particles decreases with 

grid refinement.  

 

6.5.2.2. Two moving circular cylinders at 𝑹𝒆 = 𝟏𝟓𝟎 

Similar conditions as 𝑅𝑒 = 20 are applied for 𝑅𝑒 = 150 but here for SPM with analytical shape 

휀𝑃 = 0.08 is applied. At this higher 𝑅𝑒, the wake is more extended and stronger. Consequently, the two 

particles should have higher relative velocity in the first collisions. The results related to different methods 

are presented in Figure (6-14). One significant different is that in SIM instability leads to deviation of the 

particles from the centerline. SIM is more sensitive to numerical instability as it uses surface integral in 

order to find the force while in SPM forces on the particles are calculated with volumetric integration 

making the method, less sensitive to numerical instabilities. The numerical instabilities of SIM appears 

at 𝑅𝑒 = 150 when the 2D wake is unstable too and at the time of the collision, the relative velocity does 

not show a smooth pattern. 
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Having the maximum relative velocity as approximately 0.17, the resulted Stokes number is  

𝑆𝑡 ≅ 25.5 and a rather strong bounce is expected. The coefficient of restitution that Yang and Hunt [320] 

used in their experiments ranged from 0.3 to 0.7 for different particle materials. Due to the broad range 

of coefficient of restitution, all of the methods in current study are within this range and it is not clear 

which method is better. SPMLS and SIM are very similar but changes in relative velocity of SPMLS are 

smoother leading to a reduction in the peaks and a lag in the collision time. SPM collision energy damps 

faster leading to smaller bounce and faster achievement of final steady conditions. After three bounces, 

the particles in SPM move at the same velocity but SPMLS tends to have more bounces to reach this 

condition.  

Grid refinement study (Figure (6-15)) shows that similar to 𝑅𝑒 = 20, at coarse grids there is more 

damping and less restitution coefficient which is because of thicker SPM interface. Anyway, after enough 

refinements the results approach the same value and there is a consistent trend towards this value.  

 

6.5.2.3. Two moving spheres at Re=20 

Similar behavior as 2D cases is expected for the translation of spherical particles using SPM with 

overlapping function. In 3D, collision happens later due the less wake effect. After the collision, the 

particles almost stick together (Figure (6-16)) and grid refinement shows an approaching trend for finer 

grids. At coarse grid, the interface is thicker leading to earlier repulsion as a results of higher SPM particle 

pressure.  

 

6.5.2.4. Two moving spheres at Re=150 

As displayed in Figure (6-17), this case is very similar to 2D results. The particles bounce after 

the collision and the amount of bounce is more for finer grids. At course grids, there is more energy 

damping and consequently less bounce due to thicker interface. However, different grids follow a similar 

pattern in particle distance and relative velocity.  
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6.6. Conclusions 

Two new wet particle collision methods were developed to model the collision of particles with 

arbitrary shapes. These can be applied to any particle shape as long as the distance to the interface can be 

obtained and the collision point is limited to one. They define an overlapping function as a field variable 

in the entire domain and find the collision parameters by using this field variable.  

The Simplified Spring Collision Model (SSCM) uses the overlapping function to find the 

collision place and the collision forces and moments. To avoid complexities related to defining a mass 

and spring system, instead of using a dashpot, the spring coefficient is modified after the collision to 

reach the desired restitution coefficient. We show that the method is capable of finding the collision forces 

for arbitrary shape particles. The method is validated with the experiment and shown to be accurate over 

a wide range of Stokes numbers. Study of the effect of the collision course as the only unknown parameter 

shows that if 𝜎 ≅ 𝒪(0.2𝑑𝑝), the error in the results is not significant. With this collision capturing method 

there is no need for extra grid refinement to solve the lubrication forces during the collision. This results 

in significant saving in the cost of calculations. Moreover, the model is simple to implement and 

applicable for general shape particles. 

The Pseudo Pressure Collision Model (PPCM), on the other hand, uses a pseudo pressure to apply 

the collision forces from the overlapping function. PPCM does not use binary collision and does not need 

to identify the contact point. While it is faster and easier to implement than SSCM, it requires defining a 

case sensitive parameter. Moreover, PPCM is restricted to normal forces and consideration of the 

tangential component of the collision forces is not included. 

Using a collision capturing method, the next chapter studies flows containing multitude of 

particles. To reach the ability of modeling big data of particles, the particles’ data structure is managed 

using a linked list. This concept is described in detail in the next chapter. Then, the results for the flow of 

the disk shape particles are presented. Finally, the flow of blood over a constricted region representing 

the hinge region of a mechanical heart valve is analyzed.  
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FIGURES 

 

 

(a) 

 

 
(b) 

 

Figure 6-1- Collision of a spherical particle with a solid stationary wall at Re=164 and comparison with [1]. 

Variation of (a) height and (b) velocity with time which happens for a steel particle with 𝑑𝑖 = 3 𝑚𝑚 colliding 

with a glass wall in silicon oil RV10. For the first collision, 𝑆𝑡𝑛 = 152. 
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(a) 

 

 

(b) 

 

Figure 6-2- Effect of collision course on the collision of a spherical particle with a solid stationary wall at 

Re=164 and comparison with [1]. Variation of (a) height and (b) velocity with time which happens for a steel 

particle with 𝑑𝑖 = 3 𝑚𝑚 colliding with a glass wall in silicon oil RV10. (c) The zoomed view of height history 

which shows the high smoothing when 𝜎 = 0.3. 
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(c) 

 

Figure 6-2 (continued)- Effect of collision course on the collision of a spherical particle with a solid stationary 

wall at Re=164 and comparison with [1]. Variation of (a) height and (b) velocity with time which happens for 

a steel particle with 𝑑𝑖 = 3 𝑚𝑚 colliding with a glass wall in silicon oil RV10. (c) The zoomed view of height 

history which shows the high smoothing when 𝜎 = 0.3. 
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(a) 

   

(b) 

 

Figure 6-3- Sequences of the collision of a falling ellipse with frictionless wall at (a) 𝑅𝑒 = 20 and (b) 𝑅𝑒 =

2000. At the start of the collision 휃 =
𝜋

4
 with 𝜔 = 0 and 𝑉𝑝 = (0,−1.0). After the collision, the elliptical 

particle rotates to reach its final position with minimum gravitational potential.  
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(a) 

 

Figure 6-4- History of (a) velocity, (b) position (c) rotation parameters for an elliptical particle with 𝐷𝑝 =

(2.0,0.5) and  𝜌𝑝 𝜌𝑓 = 10⁄  at 𝐹𝑟 = 0.51. The particle collides with a frictionless wall. The top and bottom 

figures show the results for 𝑅𝑒 = 20 and 𝑅𝑒 = 2000 respectively. 𝑇 = 0 is the time that the particle starts the 

course of collision and is free to rotate. 
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(b) 

 

Figure 6-4 (continued)- History of (a) velocity, (b) position (c) rotation parameters for an elliptical particle 

with 𝐷𝑝 = (2.0,0.5) and  𝜌𝑝 𝜌𝑓 = 10⁄  at 𝐹𝑟 = 0.51. The particle collides with a frictionless wall. The top and 

bottom figures show the results for 𝑅𝑒 = 20 and 𝑅𝑒 = 2000 respectively. 𝑇 = 0 is the time that the particle 

starts the course of collision and is free to rotate. 
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(c) 

 

Figure 6-4 (continued)-  History of (a) velocity, (b) position (c) rotation parameters for an elliptical particle 

with 𝐷𝑝 = (2.0,0.5) and  𝜌𝑝 𝜌𝑓 = 10⁄  at 𝐹𝑟 = 0.51. The particle collides with a frictionless wall. The top and 

bottom figures show the results for 𝑅𝑒 = 20 and 𝑅𝑒 = 2000 respectively. 𝑇 = 0 is the time that the particle 

starts the course of collision and is free to rotate. 
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(a) 

 

 

(b) 

 

Figure 6-5- The translational velocity of a spherical particle subject to a Couette flow at (a) 𝑅𝑒𝑤 = 10 and (b) 

𝑅𝑒𝑤 = 50. The particle starts to move at T=0.01 and shows a rolling motion. At 𝑅𝑒𝑤 = 10 the rolling velocity 

is different from the translating velocity showing a slip velocity for the particle and wall. At  𝑅𝑒𝑤 = 50 there 

is no difference between the rolling and translating velocities (Not shown due to similarity).  
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(a) 

 

 

(b) 

 

Figure 6-6- Sequence of particle motion for the collision of a 2 × 0.5 rectangular copper particle exposed to a 

unit freestream velocity and contact with a steel wall at 𝑅𝑒 = 100 and 𝐹𝑟 = 0.102. (a) Frictionless collision 

(b) Frictional collision. 
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(a) 

 

 

(b) 

 

Velocity 

 

Figure 6-7- Motion of 2 × 0.5 rectangular copper particle exposed to uniform freestream unit velocity and 

collision with a steel wall at 𝑅𝑒 = 100 and 𝐹𝑟 = 0.102. (a) Frictionless collision (b) Frictional collision. 

 

-0.1

-0.08

-0.06

-0.04

-0.02

0

0.02

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0 5 10 15 20

u

T

v

u

v

-2

-1.6

-1.2

-0.8

-0.4

0

0.4

-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0 1 2 3 4

u

T

v

u

v



www.manaraa.com

179 

 

 

(a) 

 

 

 

(b) 

 

Position 

 

Figure 6-7 (continued)- Motion of 2 × 0.5 rectangular copper particle exposed to uniform freestream unit 

velocity and collision with a steel wall at 𝑅𝑒 = 100 and 𝐹𝑟 = 0.102. (a) Frictionless collision (b) Frictional 

collision. 
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(a) 

 

(b) 

 

Angle and Agular Velocity 

 

Figure 6-7 (continued)- Motion of 2 × 0.5 rectangular copper particle exposed to uniform freestream unit 

velocity and collision with a steel wall at 𝑅𝑒 = 100 and 𝐹𝑟 = 0.102. (a) Frictionless collision (b) Frictional 

collision. 
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(a) 

 

 

(b) 

 

Force 

 

Figure 6-8- History of force components and moment for the motion of 2 × 0.5 rectangular copper particle 

exposed to uniform freestream unit velocity and collision with a steel wall at 𝑅𝑒 = 100 and 𝐹𝑟 = 0.102. (a) 

Frictionless collision (b) Frictional collision. 
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(a) 

 

 

(b) 

 

Moment 

 

Figure 6-8 (continued)- History of force components and moment for the motion of 2 × 0.5 rectangular copper 

particle exposed to uniform freestream unit velocity and collision with a steel wall at 𝑅𝑒 = 100 and 𝐹𝑟 =

0.102. (a) Frictionless collision (b) Frictional collision. 
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(a) 

 

 

(b) 

Figure 6-9- Variation of angle for the motion of a 2 × 0.5 rectangular copper particle exposed to uniform 

freestream unit velocity and collision with a steel wall at 𝑅𝑒 = 100 and 𝐹𝑟 = 0.102. (a) Frictionless collision 

(b) Frictional collision. 
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Figure 6-10- Contour plots of vorticity for the frictionless collision of motion of a 2 × 0.5 rectangular copper 

particle exposed to uniform freestream unit velocity and collision with a steel wall at 𝑅𝑒 = 100 and 𝐹𝑟 =

0.102 at (a) 𝑇 = 1.0, (b) 𝑇 = 3.0, (c) 𝑇 = 6.0 and (d) 𝑇 = 9.0. 
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(a) 

 

 

(b) 

 

(c) 
 

(d) 

 

Figure 6-11- Contour plots of vorticity for the frictional collision of motion of a 2 × 0.5 rectangular copper 

particle exposed to uniform freestream unit velocity and collision with a steel wall at 𝑅𝑒 = 100 and 𝐹𝑟 =

0.102 at (a) 𝑇 = 1.0, (b) 𝑇 = 1.5, (c) 𝑇 = 2.0 and (d) 𝑇 = 2.5. 
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(a) 

 

 
(b) 

 

Figure 6-12- Translation and collision of two circular cylinder particles at the 𝑅𝑒 = 20 for various cases of 

SIM, SPM with level set (SPMLS) and analytical definition of shape in SPM (SPM): (a) Distance between 

two particles; (b) Relative velocity between two particles.  
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(a) 

 

 
(b) 

 

 

Figure 6-13- SPM collision model for two circular cylinder particles at the Re = 20 at various grid sizes: (a) 

Distance between two particles; (b) Relative velocity between two particles.  
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(a) 

 

 
(b) 

 

 

Figure 6-14- Translation and collision of two circular cylinder particles at the 𝑅𝑒 = 150 for various cases of 

SIM, SPM with level set (SPMLS) and analytical definition of shape in SPM (SPM): (a) Distance between 

two particles; (b) Relative velocity between two particles.  
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(a) 

 

 
(b) 

 

 

Figure 6-15- SPM collision model for two circular cylinder particles at the 𝑅𝑒 = 150 at various grid sizes: (a) 

Distance between two particles; (b) Relative velocity between two particles.  

 

 

 

0

0.5

1

1.5

2

2.5

0 10 20 30 40

D
is

ta
n

ce

Time

Δx=0.15

Δx=0.0833

Δx=0.025

Δx=0.0125

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.2

0 10 20 30 40

V
re

l

Time

Δx=0.15

Δx=0.0833

Δx=0.025

Δx=0.0125



www.manaraa.com

190 

 

 
(a) 

 

 
(b) 

 

 

Figure 6-16- SPM collision model for two spherical particles at the 𝑅𝑒 = 20 at various grid sizes: (a) Distance 

between two particles; (b) Relative velocity between two particles.  
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(a) 

 

 

 
(b) 

 

Figure 6-17- SPM collision model for two spherical particles at the 𝑅𝑒 = 150 at various grid sizes: (a) 

Distance between two particles; (b) Relative velocity between two particles.  
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CHAPTER 7 

 

SIMULATION OF PARTICLE LADEN FLOWS 

 

 This chapter describes the study of a channel flow containing multitude of particles. Due to the 

very high number of the particles, the required memory to store the particle data increases 

significantly. This chapter discusses the particle data structure and then displays the results for 

the blood flow over a constricted region. 

 

7.1. Data Management of Large Ensembles of Particles 

 Since blood contains a large number of different types of cells, management of the associated 

data for each cell as the computational object is very problematic. While storing the cells information 

data in an array of derived types is possible, it is not efficient for the following reasons: 

1- If a particle moves out of the domain the occupied memory related to that particle is not released. 

Thus, a memory leak occurs which means that the associated part of computer memory is not 

accessible anymore. Although, it is not a problem when only a few particles are removed from 

the domain, over a long term this memory leak reduces the efficiency of the hardware and 

eventually results in insufficient memory for the simulation. 

2- It is not possible to add a particle to the domain after constructing the array because the static 

array size is not changeable. It is possible to add new particles’ data by defining a large enough 

array. However, there are two disadvantages defining the arrays this way: first, most of the time 

the used memory is significantly higher than the required one. Secondly, there will be not enough 

space if more particles needed to be defined during the run. 
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The remedy for this is use of a linked list instead of an array to define the particles’ properties which will 

be described in the next session. 

 

7.1.1. Linked list concept 

Unlike arrays, linked lists do not store the data in one series of consecutive blocks of memory 

and memory does not need to be allocated at the start of the program run. Instead, a linked list features a 

dynamic data structure, which means that the memory is able to change without limitation during the run. 

This feature is possible by using pointers. A pointer can allocate and deallocate memory to each particle’s 

data during the run. Having the ability to define the same variable types as an arrays instead of an array 

index, the properties are defined on each “node” of the linked list in a way that each node represents a 

particle data such as position, velocity and so on. In addition to the data information related to each 

particle, each node includes a pointer which is the address to the next node. The address is used to 

reference to the next node and “link” the list of nodes which is helpful in traversing across the nodes 

(Figure (7-1)). 

 

7.1.2. Implementation of the linked list  

The definition of the linked list starts with allocating a head node, the first node, which does not 

have any data except for specifying an address to the next node i.e. the first particle node. Namely, the 

head node only contains a pointer or a “link” to the first node that contains actual data. A head node helps 

with the process of adding the particles to the linked list. After allocation of the head node, the rest of the 

nodes are allocated one by one based on the initial number of particles and form a list. In order to move 

through the linked list, the current node pointer starts by pointing to the head node and by using the link 

of each node the current pointer moves through the linked list to reach the desired node. Then the 

associated data is defined as the pointer attribute. The end of the list is identified by either a node that 

does not point to any extra point or by number of the nodes in the linked list. 
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Insertion of a node to a linked list is like the construction of the linked list. The new node can be 

added to anywhere in the list but it is easier to add it after the head node because otherwise, in order to 

reach a node within the list, a scan over the nodes should be performed. In addition, the sequence of the 

particles is not important and insertion of the node to anywhere in the linked list is legitimate. The node 

is inserted by allocating memory dynamically and changing the head node pointer address to point to the 

new node. Then the pointer of the new node is set to point to the rest of the linked list i.e., the linked list 

before adding the new node.  

To delete a node from the linked list, first the position of the node to be deleted node is spotted 

in the linked list. Next, the previous node’s pointer is assigned to the next one to preserve the continuity 

of the list. By deallocating the memory associated with the deleting node, memory leak is prevented.  

 

7.1.3. Particle generation from in the input file 

One benefit of SPM is that the method does not need implementation of level sets in order to 

define the object. Level sets use a surface mesh to define the geometry of the object. Interpolations help 

to define the value of the normal to the surface. In contrast, analytical definition of the particle in the 

SPM object is easier and more efficient as no interpolation or surface mesh file is required. The SPM 

object can be defined analytically or with level sets.  

To preserve efficiency only one input file is created for SPM in which the number of particles, 

type of SPM object creation (analytical vs level set), the initial position of the first particle, distances 

among the particles and their velocities are defined. One option that is useful in setting up the SPM is the 

random particle generator. If necessary, particles are placed randomly in a domain at the start of the 

simulation. After the particles start to move in the channel, a space is formed at the entrance for generation 

of new particles. Particle generation during the simulation also can be random. The issue is that when a 

new particle is placed in the domain, overlapping may occur. To avoid the particle-particle overlapping, 

a flag is set for each generated particle. If 𝜓 − 𝜓𝑖 > 휀 and 𝜓𝑖 > 휀 i.e., when the overlapping function 
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fields have an overlapping more than a certain threshold, 휀, the newly generated particle will be removed 

from the domain.  

 

7.2. Results 

 In this section, first we investigate the ability of the code to handle a large number of particles by 

using a linked list data structure with variable number of nodes (particles). Then, we focus on modeling 

blood as a particle laden flow moving over a constricted region. 

 

7.2.1 Channel flow laden with cylindrical particles 

So far the simulation of only one or two particles in a channel has been studied. In this section, 

the translation of 2D circular cylinder (disk) particles in a channel is considered to investigate the 

capabilities of the code. The particles have the same density as the fluid which results in a high added 

mass effect situation and thus the need to use a strongly coupled FSI. The channel which as dimensions 

of 30 × 12 is subject to a uniform inlet velocity and the slip wall boundary conditions. There is an initial 

random placement of the particles as shown in Figure (7-2a). All generated particles have unit diameter 

and the initial velocity of the particles is (1.0 ± 0.2𝜎1, 0.2𝜎2) with initial angular velocity of 0.01𝜎3 

where 𝜎𝑖 is a random number between zero and one. The initial number of particles is 30 but this number 

is changing in the domain due to the linked list feature. Figure (7-2b) represents 𝑇 = 4.35 when the 

particle on the right of the domain is going out. At the time of removal every related running memory is 

deallocated. At 𝑇 = 4.5 a particle is added to the domain through the entrance (Figure (7-2c)). 

This case shows that the code is capable of handling a large number of particles and updating the 

linked list when a particle is added or removed from the domain. Since the particles’ densities are similar 

to the fluid, particles reach the flow velocity very fast and at the entrance of the domain. Moreover, 

because there is no significant disturbance to the flow, the number of collisions is not significant for this 

case.  
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7.2.2. Blood flow over a constriction 

A channel of 55 × 16 is subject to uniform unit flow at the entrance at 𝑅𝑒𝐻 = 1600 based on the 

channel height. The flow has RBCs and platelets with non-dimensional diameters 𝐷𝑅𝐵𝐶 = (2.0,0.5) and 

𝐷𝑝𝑙𝑎𝑡𝑒𝑙𝑒𝑡 = 1.0. The average number density of platelet to RBC is set to be 1/15 with a maximum of 

1/8. All particles and the carrier fluid have the same density. The particles’ type, location, angle, velocity 

and angular velocity at the start of placement in the domain is random and based on Table (7-1). The 

variable 𝜎𝑖 is a random number used to generate the desired random parameter for the initial particle 

placement and 𝐻 is the height of the channel.  

The smoothed profile method is used to construct a constriction region with a bump. We use a 

Gaussian distribution formulation for the bump as 

𝑓 = 10 𝑒𝑥𝑝(−0.2 𝑥2) − 𝑦      (7-1) 

In the above formulation 10 is the height of the bump and the factor 0.2 controls the width. The bump is 

located at (18.5,−1) and this location is achieved by transferring the axes. The horizontal wings of the 

Gaussian distribution are located underneath the wall because the walls already have the repulsive forces. 

Otherwise, the particles do not enter the regions close to the bottom wall due to extra collision forces in 

the region.   

The collision parameters are 𝜉𝑖 = 0.1, 𝜖𝑝 = 0.5 and the cut off value for 𝜓𝑖 is 0.0055 leading to 

a halo of size 0.26 around each particle. Similar values are defined for the bump and the walls. The 

simulation ran until 𝑇 = 300. Figure (7-3) show the results for this case at 𝑇 = 200 and it demonstrates 

that almost uniform distribution of the particles before the constriction and the non-uniform distribution 

after it. When the particles move over the bump they accelerate. The particles on the top move faster and 

tent exit from the domain faster. However, the particles that get trapped in the recirculation zone are 

separated from the top particles. Consequently, there is a small region between these two zones that has 

fewer particles. As it is clear in the figures, while the soft sphere model used here allows a small amount 
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of overlapping, the overlapping between the particles is almost negligible. Here, the bump that is defined 

using SPM formulation also acts as a big fixed particle. It is also clear from the figure that the particles 

are almost randomly placed in the region, which means almost no particle sorting and alignment occurs.  

The velocity contour (Figure (7-4)) shows higher velocity regions over the bump and on the top 

zone of channel after the bump. The uniform velocity at the entrance accelerates over the bump to satisfy 

the mass conservation of the incompressible flow. After the bump, the high velocity region decelerates 

and detaches from the top wall in contact with the low velocity flow behind the bump and the top wall. 

The perturbations in the velocity occurs because of the rigidity of the particles. They might be more 

noticeable when two particles collide with high relative velocity.  

One important issue for the blood flow over a constricted region is the activation of platelets due 

to high exposure time to high shear stresses. As shown in Figure (7-5), high shear stress occurs locally 

when particles collide but because of the very short collision time, the platelets do not activate. Activation 

of a particle is more likely to happen if it stays in the borders of the recirculation zone. Especially, particles 

that go through the lower border of the recirculation zone move more slowly and therefore will have more 

exposure to the high shear stresses. Consequently, particles that that pass through the middle of upper 

bump zone are more likely to be activated.  

Now, we study the probability density function (PDF) or time integral of particles’ presence in 

the domain. The PDF contour at each grid point of the domain signifies the total time the particles stay 

on each part of the domain. It is represented as 

𝑃𝐷𝐹 =
1

𝑇𝑡𝑜𝑡𝑎𝑙
∑ ∫∫𝜑𝑖𝑑𝑥 𝑑𝑡

𝑁𝑡𝑜𝑡𝑎𝑙
𝑖=1      (7-2) 

where 𝑁𝑡𝑜𝑡𝑎𝑙 is the total number of particles in the domain and 𝑇𝑡𝑜𝑡𝑎𝑙 is the total simulation time. As 

shown in Figure (7-6), the PDF of particles before reaching the bump is almost uniform. There is an 

elevated PDF for the lower parts of the upper bump region which is because of the accumulation of 

particles behind the constriction. After the constriction, the particles disperse again and most of the 

particles exit the domain from the middle region in the outlet with high velocities. Therefore, even though 
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most of the particles exit from almost the same region, their high velocity leads to low PDF. On the other 

hand, the particles trapped behind the bump have very low velocities, leading to higher PDF near the 

bottom wall behind the bump.  

The probability density function (PDF) for the platelets (Figure (7-7)) shows high residence time 

for platelets close to the lower walls behind the bump where the flow velocity is low. The RBCs tend to 

push the platelets into the low velocity regions near the bottom wall or the top right corner.  

 

7.3. Suggestions for The Future work 

 There is still a lot of room for modeling of particle laden flows using SPM. It what follows, I 

suggest some of cases that might be more relevant to this work:  

 

7.3.1. 3D simulation of particles:  

3D simulation of Simulation of particles is more challenging than 2D because in 2D the 

translation is restricted in one direction and the rotation is restricted in two directions. Changing the 

particle degree of freedom from three to six may trigger more instabilities related to the added mass. 

Moreover, 3D simulation has a huge computational cost that might require extra modifications in parallel 

processing. 

 

 7.3.2. Implementation of other FSI relaxation techniques:  

Aitken acceleration is implemented in the subiterative process and helps to stabilize the 

simulation; however, other methods such as steepest descent relaxation [225, 226] or vector extrapolation 

[228] can be used in an iterative scheme designed to avoid instability issues related to high added mass 

effects. These methods can lead to higher stability in these cases.  
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7.3.3. Revision of SPM to allow overlapping interfaces:  

The no slip and no penetration boundary condition on the particle surface is satisfied if the 

indicator function of the two nearby particles are not overlapping. If overlapping occurs violation of the 

boundary condition can lead to unphysical results and instability. Therefore, if the method is modified in 

a way that with the overlapping of two particles’ indicator functions, the boundary conditions are still 

satisfied, the problem can be solved. However, developing the formulation in this way might not be 

feasible as changing this intrinsic mathematical feature of the method may cause other difficulties.  

 

7.3.4. Unsteady flow in a constriction 

As a more realistic case, unsteady flow in a constricted region could be studied. A pulsatile flow 

based on systole and diastole time can be applied to the entrance and the unsteady effects on the 

interaction of the particles is studied. The differences between this case and the steady case can be the 

different formation of the recirculation zone, and different shear stress time, and PDF for the particles.  

 

7.3.5. Implementation of SSCM 

 As SSCM can capture the tangential component of a collision, it is more accurate than PPCM. 

While SSCM is more complicated, it will lead to more comprehensive results. Therefore, use of SSCM 

for studying a flow in a constriction can have substantial benefits.  

 

7.4. Conclusions 

 We simulated motion of blood cells in a constricted region using a random pattern for particle 

generation at the inlet. The concept of using a linked list to represent the dynamic data structure of the 

particles was useful in handling a large number of particles. We studied the motion and the interaction of 

the particles with each other the enclosing surfaces and showed the effectiveness of PPCM.  
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 It shown that the platelets’ activation is more likely to happen for the particles that pass from the 

middle of the upper bump region because those particles will have longer exposure time to the high shear 

flow behind the bump. PDF contour of particles’ presence show the more concentrated presence of the 

particles near the bump. Moreover, the interaction of RBCs and platelets pushes the platelets toward the 

wall after the bottom wall.  
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TABLES 

  

 

 

 

 

 

 

Table 7-1- The initial random placement characteristics of the 

particles. 

Variable Formulation 

Initial location (1 ± 0.1𝜎1, (𝐻 − 1)𝜎2 + 0.5) 

Initial velocity 1 ± 0.1𝜎3 

Initial angle 𝜋𝜎4 

Initial angular velocity 0.1𝜎5 
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FIGURES 
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Figure 7-1- A schematic for the linked list. (a) A node on the linked list to describe particle 𝑖. (b) A linked list 

of three particles. 
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(b) 

 

 
(c) 

 

  
Figure 7-2- Motion of cylindrical particles in a 2D channel. (a) The Initial configuration of particles in the 

channel. (b) Configuration of the particles at 𝑇 = 4.35 before removal of one particle from the domain and 

adding a particle to the domain. (c) Configuration of the particles at 𝑇 = 4.5 after removal of one particle from 

the domain and adding a particle to the domain.   
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Figure 7-3- A snapshot of the position of blood cells in the flow over a constricted region. The particles are 

randomly placed at the entrance of the domain and move over the bump. A soft collision capturing method for 

the collision of general shape particles is used to avoid particles’ overlapping. 

 

 

 

 

Figure 7-4- A snapshot of the velocity for the flow over a constricted region. There is a high velocity region 

over the bump and a low velocity region behind the bump. The perturbations in the average flow are because 

of the presence of rigid particles in the domain and their collision. 
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Figure 7-5- A snapshot of shear stress in the domain. Long time exposure to high shear stresses leads to platelet 

activation. Therefore, while the rigid particles during the collision times have very high shear stress values, 

the platelets do not activate due to the short collision period. However, at the high shear regions behind the 

bump, the activation is more likely to happen. 

 

 

 

 

Figure 7-6- The probability density function (PDF) displays the time integral of particles’ presence in the 

domain. It shows that the particles have low presence in the low velocity region behind the bump. This is 

because the majority of the particles tend to exit the domain from the middle region in the outlet with very 

high velocities. 

 

 



www.manaraa.com

206 

 

 

 

Figure 7-7- The probability density function (PDF) for the platelets shows the high residence time of platelets 

close to the lower walls behind the bump where the flow velocity is low. The RBCs tend to push the platelets 

to the low velocity regions near the bottom wall. 
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